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by Arlette van Wissen

This thesis addresses successful coalition formation between heterogeneous self-interested actors.
It focuses on interactions between self-interested humans and software agents that take place
when they are required to cooperate. Cooperation can maximize the payoff of actors, but it also
involves a higher risk of failure because they depend on the performance of other actors. In these
interactions, the actors search for the best possible partner to carry out a task. It turns out
that humans are not fully rational when it comes to choosing the best partner. Instead, social
considerations strongly influence their decisions. We explore the effect of those considerations
in a setting in which actors have to choose between different possible partners as their team
members. More specifically, we will investigate how nature and trust influence people’s decisions
in mixed coalition formation. We will look at this in a fast-paced domain that is characterized
by a high degree of uncertainty. Our findings show that in some situations people use different
criteria for humans and agents. Also, a positive trust relation positively influences cooperation

between actors.
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Chapter 1

Introduction

Social interactions between computer agents and humans are becoming increasingly important.
Both in everyday life and in science humans use, control and cooperate with agents. When hu-
mans and agents form mixed networks, these networks can benefit from both the computational
capabilities of the agents and the social capabilities of humans. Nonetheless, the inclusion of
agents in human networks presents novel problems for the design of autonomous agent decision-
making mechanisms. It becomes important for computer agents to operate in open and dynamic
mixed environments. In these environments, humans encounter other humans and also computer
agents, serving different people and organizations. Each of them could have different interests,
plans and goals. In this thesis, we will refer to computer agents as ‘agents’ and we will use
the term ‘actors’ to represent both humans and computer agents as entities that are capable of
autonomously acting in an environment.

Common interactions with agents concern cooperative and helpful interactions, where agents are
designed to help people make better decisions or carry out tasks. Examples of these kind of
agent systems are pilot training, simulation-based learning environments, or feedback systems.
Other examples of agents designed to assist humans are planning mechanisms for carpooling,
agents that aid air traffic management by developing traffic schedules and agents that can help
people to make optimal bids in negotiations. There are also many cases in which we interact
with agents in a competitive setting. Examples of these interactions are e-commerce biddings or
multi-player games with computerized opponents.

Humans are thus familiar with various kinds of human-agent interaction. These interactions are
often called mized-initiative interactions: both agent and humans can take initiative to perform
an action. Although both cooperative and competitive human-agent interactions are well studied,
a far less explored area concerns interactions that consist of a combination of cooperative and
competitive motives. In realistic scenarios, humans and agents may be required to cooperate
even though they are not a member of a specific team beforehand. They do not need to share
the same goal and can have hidden motives or plans. Think for example about a poker game
where two players may want to work together to remove a third player from the game. They
will cooperate while ultimately, they are still opponents with the goal of eliminating all players
and maximizing their own utility.

These actors are ‘self-interested’ in the sense that they aim to fulfill their own goal as effec-
tively and efficiently as possible. Nonetheless, self-interested actors may have interest in working
together. Cooperating may yield a larger profit than exploiting a purely competitive strategy.
However, actors will only be keen to interact if they are sufficiently confident that a cooperation
will be beneficial. In other words, cooperation will take place if there exists a positive trust rela-
tion between the actors. With ‘trust’ we refer to a degree of confidence about relying on someone
else’s actions. This degree can be increased or decreased by positive or negative experiences.
Humans use trust as a basis for almost all their decisions and behavior[16, 21]. As Jonker et al.

1



Chapter 1. Introduction 2

put it: “Trust is omnipresent in all our interactions with people.”[43] In a world without trust,
our society would collapse due to a lack of cooperation.

Ideally, people would interact with computer systems in a manner similar to the way that people
interact with each other. In order to achieve this objective, we need to establish human conditions
for cooperative behavior. Since trust is such an important notion in human interaction, it is also
important to consider it when examining cooperations between humans and agents. Research in
human-agent interaction can help us understand the conditions under which cooperation with
agents is effective. Also, human responses to agents could reveal some basic conditions for
cooperation. We will refer to the difference between human responses to agents and humans as
a difference on basis of nature. The nature of an actor is, in our case, either "human’ or ’agent’.

In this thesis we will focus on these competitive interactions within heterogeneous groups of
self-interested actors who may need to cooperate to perform a certain task. When three or
more actors negotiate, an agreement does not necessarily include all participants. Instead, an
agreement may be reached between a subset of all actors involved. Differences in capabilities,
knowledge and resources imply that cooperation could lead to more beneficial results for the
agents in question. In these scenarios, actors search for the most beneficial partners to carry out
specific tasks. This cooperation method is called coalition formation. Coalitions are ‘temporary,
means oriented, alliances among individuals or groups which differ in goals’ [29]. A more formal
definition will be give in Chapter 2.

The central question we will address is: How nature and trust influence people’s decisions
in mixed coalition formations? This question is motivated by the fact that humans are not
fully rational when it comes to formation decisions [30]. There are several motivations that can
lie behind cooperation, for example creating a band of trust, following social norms or displaying
a sense of helpful behavior. Social considerations are shown to play a role in creating and
maintaining coalitions: humans use principles of fairness, familiarity and trust whilst interacting
with humans [14, 24, 53]. Additionally, social factors also play a role in human interactions with
software agents. Recent work indicates that there is a human tendency to display the same social
behavior towards agents and humans which dominates other behavioral conducts. It appears
that humans apply the same social rules to computers as to humans [55, 74]. However, these
studies examine only interactions in which the partner or opponent is predetermined. In this
thesis we will extend these results to a scenario in which actors can choose their partners. When
actors are allowed to choose certain aspects, such as the set of ‘acceptable behavior’ of an agent
or human or the notion of in-group and out-group members, may become more dominant in
their interactions.

Since social factors influence human decision making, decisions about whom to choose and how
to split the payoff may be influenced by considerations about previous interactions. We will
therefore also examine how previous interactions and trust relations affect coalition formation.
We would also like to explore whether humans show different conducts of behavior towards
agents and humans in a setting in which actors can choose between different partners as their
team members. More specifically, we would like to investigate whether forming coalitions is
influenced by the nature of the players (agent or human). To answer these questions, we will
analyze who reaches an agreement with who in human-agent negotiations and how the agreement
is reached.

So on the one hand coalition formation is motivated by social principles. Players use allocation
norms in order to estimate the gain from joining a coalition. On the other hand, coalition
formation is motivated by self-interest. This creates a social dilemma: if everyone cooperates,
everyone is better off and obtains a higher payoff. However, defecting could lead to a short-
term benefit for an individual. Once players start to defect, others will anticipate this by not
cooperating. We will examine whether trust and the nature of others influence human behavior
in these social dilemmas.
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1.1 Hypotheses

Most research on coalition formation concentrates on either human coalition formation or agent
coalition formation. The interaction between humans and agents in coalition formation has been
mostly neglected. This thesis can be placed at the intersection of human coalition studies and
coalition formation within multi-agent environments. We will use methods and results from
both disciplines. We place self-interested agents and humans in the same domain to examine
how cooperation evolves. Here we define ‘cooperation’ as the acceptance and proposing of splits
of the coalition payoff.

This work focuses on one of the most important problems of coalition formation: how to reach
an agreement on the allocation of the payoff [30]. This question poses several sub-questions,
which we will address:

1. To what extent do trust and fairness influence team formation in mixed networks?
2. How does the nature of actors affect the way people relate to their actions?

3. Do actors develop stable relationships over time?

We will examine these questions in the light of the research question how nature and trust
influence people’s decisions in mixed interactions. We have developed the following hypotheses:

Hypothesis 1 A trust relationship between the actors affects the cooperation between them.

Hypothesis 2 The nature of other actors affects the cooperation between them.

As we will discuss in Chapter 3, prior work has shown that trust is an important factor for
humans to base their decisions on. We suspect that our coalition formation scenario will stimulate
the development of trust relations between both agents and humans. The setup uses iterated
interactions to promote the development of trust relations and cooperation. The actors can
perform several actions to individualize themselves. Their chosen actions make the difference
between being more or less trustworthy. Actors can dynamically and simultaneously interact
with each other and are allowed to defect from their commitments to a coalition. This creates
a social tension between the actors. We suspect that actors with a stronger trust relation will
remain committed to their joint task. We also suspect that people behave less cooperative
towards actors who have proven to be untrustworthy.

We examine social dilemmas on several levels that relate to trust:

1. Will actors complete smaller tasks of lesser value with certainty or choose to form teams
for completing larger tasks with associated uncertainty?

2. Do actors renege on a commitment to a team to obtain more lucrative deals?

Coalition partners may be interesting for different reasons: they can have beneficial capabilities
or they can have a good history of cooperation and be very trustworthy. Another possibility is
that nature (i.e., being a human or an agent) is the discriminating factor. We expect there is a
difference between the payoff division offered to humans and to agents, given their nature and
their interaction history. This hypothesis is bidirectional because no previous work has been done
on choosing coalition members with a different nature. We suspect that nature makes a difference,
such that humans can either prefer humans or agents for certain tasks. Perhaps humans prefer
working with agents because they think they use the same strategy over a period of time, which
makes them ’predictable’. Humans might also prefer agents because they expect agents to be
cooperative and humans to be self-interested [34, 74]. We can also think of motivations for
humans to prefer other humans. For one, they are part of the same ‘species’. Second, it might
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be beneficial to team up with a human: they might be more inclined to offer fair proposals
or to stay committed because of ‘moral’ obligations and expectations towards other humans.
Whatever direction turns out to be the right one, we think nature is a discriminating factor in
cooperation.

Although we stated our hypotheses as two separate ones, we are aware that trust and nature are
sometimes intertwined. For example, a human might trust another human more than an agent,
because he is human. In the analysis of our results we will take the interplay between trust and
nature into account.

1.2 Research Method

The aim of this study is to conduct an empirical study to determine the factors that influence
people’s decisions in mixed interactions. Our research method is therefore a combination of
constructive methods and empirical research. The research consists of three major parts: a liter-
ature study, the design and implementation of agents and the environment and the conducting of
the experiment. First we will perform a literature study to get familiar with coalition formation
theories and mainstream research within the field. As we gain more knowledge about methods
and approaches of coalition formation analysis, we will shift our attention to more detailed work
that directly relates to our work. This is reflected in the layout of the thesis. Once we are famil-
iar with the relevant work, we will construct an environment that is suitable for our experiment.
This needs to be a dynamic environment in which both agents and humans can interact and form
groups. At this point we need to implement agents that are able to interact with humans in this
domain. After the development of the agents and the environment, we will conduct an empirical
study. Eventually we will evaluate this study by looking at the distribution of the payoff. The
distribution of the payoff between the group members can provide us insights into the different
social factors that play a role. For example, an equal distribution of the payoff between the
coalition members may indicate that principles of fairness play a role in the allocation. The
fact that actors can choose their partners and can exclude members from their coalitions, may
influence the way they negotiate.

1.3 Contributions

A coalition is an alliance between several self-interested parties or persons, who cooperate in joint
action, mostly for a short period of time. Basically it is a temporary team, with characteristics
of responsibility, commitment, performance monitoring and within-team interdependency [23].
Although coalitions often allow their members to join and leave at any time, the members of a
coalition are expected to act on behalf of everyone in the coalition. Cooperation is one of the
most fundamental building blocks for successful interactions, both in multi-agent systems as in
human society. For AT researchers, modeling cooperation in teams and coalitions is interesting
for three main reasons:

1. The development of agents that are able to interact and cooperate in an intel-
ligent way on behalf of their users
Presently in Artificial Intelligence (AI) research, there is a great emphasis on designing
agents that can support humans in everyday tasks or decisions. Examples of such agents
are a pocket negotiator that negotiates on behalf of the human buyer [52] or a scheduling-
agent for personal appointments [76]. These agents take over some of the tasks that
humans otherwise would carry out. A model of human team work and cooperation can
help to predict what the user would want.
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2. The development of agents that are able to interact and cooperate with humans
in a manner similar to how humans would interact with other humans.
Agents engaged in group activity settings must choose among alternative actions and make
decisions that appear realistic and are acceptable to the humans with whom they are
interacting. Human cooperation models can provide the agents with information of how
to react more human-like.

3. The development of simulation environments for human trainees.
Models of human-agent coalition or team formation can be used to train humans to gain
collaborative skills, to improve their decision making in complex tasks and for gathering
information on how to build teams consisting of agents and humans who can work to-
gether to solve intelligence-intensive problems more efficiently. These models concepts and
principles from various areas such as economics, philosophy, logic and the social sciences.

Our study makes several important contributions to the field of both behavioral and computa-
tional studies. First of all, we are one of the first to present a study of mixed coalition formation
in which both agents and humans can take initiative. Examining these interactions is useful for
creating models of human behavior. It enables agents to perform optimally, either in supporting
humans or in out-performing humans.

Second, we present a coalition game where actors can choose their coalition members based not
only on the proposed payoff distribution, but also on their history of interaction and the nature
of the actor. We are not familiar with any study that lets humans choose with whom they would
rather like to work: agents or other humans. The effects of this study has great implications for
the design of software agents. Once we know the ways in which human behavior towards agent
differs from their behavior towards humans, we can make the agent adaptive to these behaviors
and so create agents that are more acceptable to humans [11].

Third, we provide an analysis of the interplay between trust and fairness and their effect on
performance in mixed networks. Although trust and fairness are well studied in behavioral
sciences, social dynamics between agents and humans are a relatively new field of interest. Our
results will add some more understanding and knowledge of these dynamics to the field.

Lastly, we adapted a test-bed for decision-making to the study of fast-paced domains. The test-
bed is now able to handle complex and dynamic domains where actors interact simultaneously.
This adaptation can be used by other researchers to perform experiments on individual or team
interactions.

1.4 Thesis Outline

The thesis follows the different stages of the research. In Chapter 2 and 3 we discuss literature
that is relevant to our work. Chapter 2 presents a general overview of the field of coalition
formation and of social dynamics in negotiation. In this chapter important definitions are pre-
sented that are used in the remainder of this thesis. Related work on both human and agent
coalition formation, trust and human social considerations for agents can be found in Chapter 3.
This chapter highlights work that is an important inspiration for our research. Chapter 4 and
5 address the design and implementation of our coalition analysis framework. In Chapter 4 we
will present the conceptual design of the experiment. Here we present the framework Colored
Trails and the Package Delivery domain. Chapter 5 takes a closer look at the experimental
configuration and setup. In Chapter 6 we present the analysis and discussion of the results of
the surveys and logs of the subjects. This chapter also offers our view on important challenges
for our work and how the results contribute to research in the field. We will then in Chapter
7 discuss remaining open issues and how we would like to improve our research. Finally, we
conclude the thesis in Chapter 8.






Chapter 2
Background

This chapter provides a brief introduction to the theories and formalizations we use throughout
the thesis. We will introduce the language of games as provided by game theory. We will then in
Chapter 4 define our domain using this language. The aim of this chapter is not to provide a full
exposition of game theory or coalition theory, but to familiarize the reader with the terminology
and concepts concerned with coalition formation.

2.1 Multi-Agent Systems

The term ‘agent’ it is used to indicate many different things. Within the research field of
computer science and Al, ‘agent’ usually refers to a computer software entity. In other cases, it
is used to describe all parties in a domain that are able to carry out actions, including humans.
There is no universally adapted definition of the term. All that is agreed upon is that an agent has
some degree of autonomy. To avoid confusion, we will use the term actor to refer to all entities in
a domain that can make decisions and act upon them. So the actors in our domain are software
agents and humans. We will reserve the term agent for intelligent software components that
meet Definition 1.

Definition 1 (Agent). An agent is a computer system that has the following properties (adopted
from [75]):

1. situated in some environment
2. capable of autonomous action in this environment
3. reactiveness
(the ability to perceive and respond to the environment)
4. proactiveness
(the ability to exhibit goal-directed behavior by taking the initiative to satisfy objectives)
5. social abilities
(capabilities to interact with other agents and humans)

A Multi-Agent System (MAS) is then a collection of agents that act and interact in an environ-
ment.

Definition 2 (Multi-Agent System). A Multi-Agent System is a group of individual agents with
the following properties [23]:

no explicit global control

distributed resource, expertise, intelligence, and processing capabilities
typically working in an open environment with many uncertainties
emphasis on social agency and social commitment

= W=

7
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In typical MAS’s, agents interact only with other agents. In this work we will look at systems
where not only agents, but also humans will interact. More specifically, we will focus on mized-
inititative interactions.

2.2 Mixed-Initiative Interactions

There are many different dimensions of human-agent interactions. Three fields are developing in
particular: human-centered teamwork, human-guided teamwork and mixed-initiative teamwork.
The focus in the former two fields lies with the strengths and authority of the human actors
involved. Humans are the crucial element and agents should be adapted to serve humans needs.
This requires agents to have a detailed understanding of people’s goals, desires and beliefs and
how they use these to make decisions.

Mixed-initiative teamwork on the other hand addresses collaboration between humans and agents
in order to benefit from the strengths of both parties. In these interactions, both agents and
humans, as individuals or as groups, are autonomous and work alongside each other. They can
take initiative and decide what to do next. In such environments, humans and agents may share
goals or have conflicting goals, and they may collaborate or compete for resources. Actors often
need to interact, cooperate and communicate in order to be successful. The big question is how
they can do this optimally.

2.3 Game Theory

Game theory tries to answer this question. In order to study social phenomena such as coalition
formation, social psychologists have over the years increasingly adopted an approach that has
its roots in game theory. Game theory attempts to capture behavior in strategic situations in
which an individual’s success in making choices depends on the choices of others. If behaviors
can be captured, social disciplines can use these strategic models to analyze and predict human
behavior.

Game theory assumes that people behave and reason rationally. In this approach, parties are
called players and the format in which these players interact are games. Moreover, the outcome
that is obtained is usually a quantitative measure such as money or points. This outcome is
referred to as the payoff.

2.3.1 Cooperativeness

Our work focuses on the interactions between self-interested actors and how they can form
effective teams. Self-interested actors act primarily in their own interest and motivate their
choices by trying to maximize this interest. The notion of a utility function is used in game theory
to express differences in the actor’s satisfaction. The utility is a real number that represents
the level of contentment an actor has in that state of the world. The higher the utility, the
better. The utility function defines this number over all possible states. The utility function is
usually determined by payoff (e.g., money, points) but can also carry weight from for example
social utilities (e.g. having friends, being a leader). We say that a self-interested actor wants
to maximize its own utility. Note that this does not say anything about other actors’ utility.
It is not necessarily the case that a self-interested actor also wants to minimize the utility of
other actors. Games where the focus lies on interactions between self-interested actors are called
non-cooperative games.

Definition 3 (Non-cooperative games). A game that is a competition between self-interested
players and has the following properties:
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e interactions take place between self-interested players
e the players can make non-binding agreements
e the basic modeling unit is the individual

Non-cooperative game theory is the study of games in which any cooperation that emerges is fully
explained by the strategy the player deploys. However, when dealing with humans in complex
domains, it might be difficult to trace their exact strategy. Cooperative game theory tries to
find characterizations of what agreement the players will reach, instead of focusing on how they
reach it. The actors in a coalition formation game typically interact in a scenario where they are
able to communicate and cooperate. These are aspects of cooperative interactions. Therefore,
coalition formation is traditionally categorized under cooperative game theory. It is important
to note that the term ‘cooperative’ here does not mean that each actor is agreeable and follows
all rules. Rather, it means that the basic modeling unit is the group rather than the individual
actor.

Definition 4 (Cooperative games). A game that is a competition between groups of players
and has the following properties:

the players make binding agreements

communication and negotiation between the players is allowed
groups of players may enforce cooperative behavior

the basic modeling unit is the group

Although the cooperative games of coalition formation are our domain of interest, we will focus on
the individual actor and their preferences and motivations. This indicates that we use aspects of
both cooperative and non-cooperative game theory. Therefore, the interactions we are interested
in are hybrid games: the coalitions are formed in a cooperative game, but the players play in a
non-cooperative fashion. On the one hand parties need to cooperate in order to reach their goal.
But on the other hand, they are in conflict because they need to allocate an outcome.

Different from non-cooperative motives, the motivations behind cooperative behavior are usually
more difficult to capture. Exactly these motivations might cause people to care about fairness,
trustworthiness and reputation. Game theory shows that people do not play completely ra-
tionally; social factors influence there decision making (see Section 3). This means that when
analyzing a hybrid game, one has to look both at the strategic motivations players make as
well as other motivations that might influence their game play. We will focus on two of these
motivations: trust and nature.

2.4 Coalition Formation

2.4.1 Building Blocks

Coalition formation enables actors to jointly perform tasks that they would otherwise not be
able to do, or would perform poorly. Coalition formation theory [29, 48] specifies the following
conditions of a coalition situation:

Definition 5 (Coalitional situation). A coalitional situation is one in which the following con-
ditions are present [29]:

1. There is a decision to be made and there are more than two social units attempting to
maximize their share of the payoffs.

2. No single alternative will maximize the payoff for all participants.

3. No participant has dictatorial powers, i.e., no one has initial resources sufficient to control
the decision by himself.
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4. No participant has veto power, i.e., no member must be included in every winning (suc-
cessful) coalition.

In these situations, a subset of the players come together to form a coalition. A formal description
of ’coalition’ is given in Definition 6.

Definition 6 (Coalition). A coalition is a subset S of the set of players N where [48]:

1. agreements take place involving approval by every player in S
2. no agreement between any other members of S and any member of N — S is permitted

Coalitional theory identifies three different processes involved in group formation. In order to
say anything meaningful about who will join with whom in any specific instance, these processes
have to be modeled. To become part of successful coalitions, one has to deal with the following
problems [30]:

1. how to identify the members with whom it is most likely to form a successful coalition
2. how to reach an agreement on the allocation of the payoffs

3. how to make a tradeoff between personal benefit and social strategy preferences (e.g.,
fairness, social welfare, care for out-group members)

The first problem addresses the issue of selecting the most appropriate agents to invite to the
group. By avoiding players that are likely to defect, an actor increases the expected utility of a
group. By avoiding players that are likely to reject offers, an actor maximizes the efficiency of
the formation process. The second problem concerns the question of how much to offer a player
to join a coalition and how large a payoff to accept to join a coalition. This process is put nicely
into words by Gambarelli:

“The process is developed as follows. Each player, in a preliminary examination of
the game, asks the question: how much must I ask to take part in a coalition? If
I ask too little, I won’t optimize my win, while if I ask too much, the coalition will
refuse me. More precisely, the more I ask, the less probability I have of belonging
to a coalition which will actually be formed, up to the extreme case in which I don’t
belong to any such coalition and therefore I can obtain nothing.” [28]

The third problem focuses on non-utilitarian strategy preferences. It recognizes that a coalition
might yield payoff to more than just the members of a coalition. For instance, it can contribute
to the overall welfare of a system. Furthermore, coalition members or the coalition as a whole
might grant goods or privileges to out-group members.

2.4.2 Negotiation

Players who want to form coalitions have to make agreements on the distribution of the payoff.
This can be considered a bargaining problem, which has been a challenging subject in game
theory for a long time. The problem is stated in the following way:

“Two individuals have before them several possible contractual agreements. Both
have interests in reaching agreement but their interests are not entirely identical.
What will be the agreed contract, assuming that both parties behave rationally?” [2]
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The problem is how to reach an optimal solution when self-interested actors would to best to
cooperate. The Ultimatum Game (UG) [35] is a commonly used game setting developed by
experimental economists to simulate and analyze negotiation behavior. In the classic ultimatum
game, two people are given the task to divide a sum of money. One player proposes how to
divide the money between them and the other player can accept or reject this proposal. If the
second player rejects, neither player receives anything. In the original game, the players interact
only once. The rational solution is for player A to propose the total sum - k, where k is the
smallest non-zero unit possible, and Party B should accept k. In this thesis we will treat the
negotiation between coalition members as an UG.

2.4.3 Payoff

All coalitions have a guaranteed payoff that is specified by the game. This payoff is commonly
defined as the coalition value, but in this thesis we will use ‘payoff’ because this is a general term
that can also be applied to other areas in game theory. If the payoff may be freely distributed
among the members of a coalition, the game is called a coalitional game with transferable utility.
The definition of the coalition utility over all coalitions is known as the characteristic function
of the game. The empty coalition has no utility since this coalition cannot be formed.

Definition 7 (Coalitional game with transferable utility). A coalitional game with transferable
utility is a pair (N, v) where [70]:

e N is the set of all players
e v is the characteristic function that associates with each coalition S C N a real-valued
value v(S) that the coalition’s members can distribute among themselves. We assume that

v(@) = 0.
As an example of a characteristic function, consider the ‘researcher’s problem’:

“Imagine a situation where there are three researchers (players), A, B and C, each of
whom has some resource needed to run and study. No researcher can run the study
alone (so that v(A) = v(B) = v(C)), but any two of them can collaborate to run
the study. Assume that the combined resources of A and B permit them to run the
“best” study (say v(AB) = 95); that A and C run the next “best” one (let v(AC) =
90) and B and C' the worst one (let v(BC) = 65). Assume further that the coalition
ABC does not yield any value, so that v(ABC) = 0 (there is a limit on the number
of researchers who can be involved). Thus, the characteristic function v has been
defined completely, so the situation constitutes a coalition game. Now, researcher A
must ask the question, “With whom should I propose a coalition, and how should I
propose to allocate the resources assigned by v?”” [17]

In general it is advantageous to join some coalition, but it is up to each individual player to obtain
some part of v(S) as his own payoff. The transfer of payoff from one member of a coalition to
another is called a side payment. Some coalitions may have a greater guaranteed payoff than
others. If we assume rationality, players should be drawn to those coalitions that provide them
the largest individual payoff. The property of superadditivity of a game ensures that the largest
coalition that can be made has the highest payoff among all coalitional structures. This property
specifies that the value of two disjoint coalitions is as least as high as the sum of their separate
values.

Definition 8 (Superadditivity). A game G = (N,v) is superadditive if v(S U T) > v(S) + v(T)
forall S, T € N such that SN T =(
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2.5 Game Classification

Game theory distinguishes between different types of games. To be able to classify our game,
we will discuss some of these distinctions.

A major dichotomy of games is whether or not they are constant-sum. In a constant-sum game,
the sum of all players’ payoffs is the same for any outcome. Hence, a gain for one participant is
always at the expense of another. These are games of pure competition.

Definition 9 (Constant-sum games). A game is constant-sum if when one player gains in
proposing one outcome over another, the remaining players collectively lose. [48]

Definition 10 (Nonconstant-sum games). A game is nonconstant-sum if the gains realized by
one player when moving from one outcome to another need not be compensated for by losses of
the other players. [48]

Cooperative games with transferable utility are said to be in characteristic function form. Most
cooperative games are presented in the characteristic function form, while the normal form is
used to define noncooperative games. The normal form is usually a matrix of players, strategies
and payoffs. The characteristic function form uses the characteristic function to represent a
game.

Definition 11 (Characteristic function form). The characteristic function form is a game rep-
resentation of a cooperative game where the characteristic function determines the payoff of each
coalition and the empty coalition obtains a payoff of zero.

Definition 12 (Normal form). The normal form represents a non-cooperative game by any
function that associates a payoff for each player with every possible combination of action.

Another distinction can be made between simple and multi-valued games. Simple games attribute
to the coalition a value of 1 in case of success and 0 in case of failure. This means that all successful
coalitions obtain the same reward, as well as the unsuccessful ones. Multi-valued games on the
other hand specify a different value for each possible coalition. We are interested in a restricted
from of multi-valued games. Large coalitions obtain a higher payoff than smaller ones but the
payoff of a coalition depends only on its size, not on who fulfills the positions within a coalition.
Experimental research based on game theoretic approaches often use one-shot negotiation games,
since they are easy to explain and analyze. Many of the rational solutions found in game theory
can be turned upside down by changing a one-shot game into an iterated game. In a one-shot
game, players interact only once. Cooperation, fairness and equity are less prominent when the
opponent has no opportunity to reciprocate or punish. If on the other hand players repeatedly
play a game against each other where they, critically, can see each others’ actions in all rounds,
cooperating becomes the rational thing to do [7]. As Hinckley describes it, “from this shift in
time perspective comes the importance of trust, future success, or past hostility, the importance
of norms developed over time or else invoked to keep the group together”. [36]

2.6 Social Factors

Individuals mindlessly apply social rules and expectations to computers [56]. In this section we

take a closer look at some of these social behaviors.

2.6.1 Trust

In human-agent interactions, trust is of particular importance. When actors decide to cooperate,
the responsibility for achieving a goal is distributed over the parties involved. Cooperation always
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involves a degree of risk arising from the uncertainties of interacting with autonomous and self-
interested actors. In environments where coalitions formation is important and defections are
possible, the use of trust allows social norms to be dened and compared. An actor can use this
information when invited to join a group or coalition, to decide whether or not its utility will
be increased by joining. By avoiding those who are likely to defect, actors can maximize the
efficiency of the formation process. If achieving the goal has consequences of importance, humans
are often not very willing to transfer responsibility of executing the task properly. They want to
minimize the risk. Trust represents the actor’s assessment of the risk that the involved party does
not fulfill its commitments [16, 22]. As long as humans remain responsible for the outcomes,
they want effective authority and the means to influence the performance [18]. Accordingly,
they will only be inclined to cooperate if they sufficiently trust the actors involved. This is the
case in human-human interaction, but even more so in human-agent interaction since agents
never have final responsibility. Humans remain responsible for the actions of their agents. As
agents are becoming increasingly more autonomous, trust is becoming a very relevant issue. For
example, a trust relation between the user and his personal assistant agent (and, in general,
his computer) is important because the user wants his assistant to make decisions in his best
interest. As agents become increasingly autonomous in crisis-management, trusting the agent to
make correct decisions on behalf of humans is crucial.

Definition 13 (Trust). For an actor a to be said to trust another actor b with respect to a
particular goal g, @ must have the following beliefs [16, 22]:

e Competence Belief:
b is useful for achieving g and is able to provide the expected result
e Disposition Belief:
b is not only capable, but also willing to do what is necessary to achieve g
e Dependence Belief:
the results and rewards of achieving g depend on the involvement of b
e Fulfillment Belief:
g will come about due to b’s involvement

Trust can be divided into two main categories: ezrperience-based trust and recommendation-
based trust [31]. If the actor uses experience-based trust, it solely relies on its own experiences.
According to whether this experience was a trust-negative or a trust-positive experience [44], the
agent can update its risk assessment. Actors can use recommendation-based trust to find out
from others how trustworthy the actor in question is perceived to be.

2.6.2 Fairness

The most straightforward answer to the question of how payoffs should be divided amongst
the coalition members is that the split should be fair. In this work, we will use the following
definition for ‘fair’:

Definition 14 (Fair). A fair split is a distribution of the payoff that is considered socially just.

Traditionally, economic models assume that people are exclusively pursuing their material self-
interest and do not care about social considerations. Recent research puts more emphasis on the
fact that people feel very strongly about principles of fairness, especially in repeated interactions.
Similar to insights based on equity theory and distributive justice, players in a coalition game
seem to demand and expect a share of the reward that corresponds to their source of entitlement
[1, 73].

In game theory, the Shapley value [69] defines a fair distribution of payoff that is obtained by
cooperative action. The Shapley value assigns a value to all members that can be added to a
coalition. This value is the average of all contributions over all possible ways that a coalition
can be formed with that player in it.
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2.6.3 Social Dilemma

When groups, teams or organizations interact, there is often a tradeoff that needs to be made
between individual utility and a global/collective interest. Definition 15 gives two general prop-
erties of social dilemmas.

Definition 15 (Social dilemma). A social dilemma is a situation in which [20]:

1. each actor receives a higher payoff for a socially defecting choice than for a socially coop-
erative choice, no matter what other individuals in society do, but
2. all individuals are better off if all cooperate than if all defect

These social dilemmas are abundant in everyday life. A students who needs to hand in a
homework assignment would prefer to copy everything from his friend in stead of spending hours
trying to figure it out by himself. But if everyone would do so, no-one would come up with the
answer. A soldier who fights in a large battle can reasonably conclude that no matter what his
comrades do he is personally better off to hide and safe himself; yet if no one takes chances, the
result will be a certain death for everyone.

Literature divides social dilemmas into two groups:

1. social dilemmas in which a common resource needs to be distributed over a group of actors
(example: Ultimatum Game)

2. social dilemmas in which every agent has to invest a cost in order to obtain a higher payoff,
given that everyone invests (example: Public Goods Game, Prisoners Dilemma)

In this thesis, we will study a domain that entails both dilemmas.

Now that we have presented the basic concepts we will use in this work, we move on to describe
the most relevant literature in more detail in the next chapter.
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Related Work

This thesis combines several issues that have only been studied in isolation within the behavioral
and computational sciences. We look at social dynamics that emerge in the formation and
negotiation process of coalitions between humans and agents. Importantly, we look at this in
the light of how coalition members are chosen and how trust and nature influence this decision.
As far as we know, no previous work focuses on the formation of coalitions with human and
agent members who can freely choose their partners. In this chapter, we will highlight research
that has been most relevant for our work and point out how this work differs from our own.
We will discuss previous work on coalition formation and social dynamics in group interactions
along the lines of computational and behavioral sciences.

3.1 Coalition Formation

Social psychologists have been interested in the subject of coalition formation for many decades
(see e.g., [3, 48, 57]). Coalition formation entails topics like negotiation, cooperation, selfish
behavior and interaction within a team. Von Neumann and Morgenstern [57] state in their influ-
ential book on game theory dating from 1944 that “[o]ur [...] discussion of “games of strategy”
will show that the role and size of “coalitions” is decisive throughout the entire subject.” In
later years, Kahan and Rapoport extensively studied and formalized human coalition formation
[46, 48]. They used human subjects in a computerized experiment to test human behavior in
coalition formation games and compared actual human performance with the theoretical pre-
dictions from solution concepts found in game theory'. Traditionally, cooperative game theory
uses these solution concepts and values such as the Shapley value (see Chapter 2) to specify
normative predictions for coalition formation given that players follow a set of rationality con-
ditions [17, 29]. However, these concepts do not do well when studying whether the human
mechanism really does work in the way a cooperative solution concepts work [8]. Although
Kahan and Rapoport found that human behavior did not significantly deviate from game the-
ory predictions, we cannot to use game theory to analyze our coalition formation interactions.
In the present study, all coalition members have the opportunity to defect from their coalition
which creates a social dilemma: they can choose between staying committed to the group or
pursuing and maximizing their own profit. What is more, in our study subjects can choose to
not cooperate at all while still obtaining payoff. For our experiment we will design a coalition
game were we allow (i) single players to have non-zero values and (ii) imperfect information,

1An example of such solutions are quota solutions, which distinguishes coalitions by their size and the reward
available to them. For a more in-depth discussion of quota games and quota solutions, refer to [48].

15
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conditions that are not captured in traditional game theory.? We will thus need to rely on more
social-psychological models to determine how these factors influence human and agent behavior
in coalition formation interactions.

Over the years, researchers have discovered many interesting phenomena that occur in human
coalition formation. These phenomena can be divided into two main categories: (i) fairness con-
siderations greatly influence the human coalition formation and negotiation process [45, 61]; and
(ii) previous experiences strengthen or weaken a trust relation between coalition members [37].
These findings stress the fact that humans are not the rational players game theory sometimes
assume they are. In ‘Rules of Encounter’, Rosenschein and Zlotkin [64] emphasize that transfer-
ring utility through side payments induces promises and commitments between actors to perform
future actions. These social commitments blur rationality. For example, literature shows that in
2- and 3-player coalition games, people respond by acting negatively reciprocally. They punish
proposers by rejecting unfair offers [4, 58]. Furthermore, when selecting future group members
people are biased towards actors with whom they have developed strong working relationships
in the past [38]. We will use these results to analyze whether humans display the same behavior
towards agents as they do to humans. We hypothesize that if they can choose between humans
and agents, trust and fairness will be more important in their relation towards humans than it
is towards agents.

Another well-known phenomenon within behavioral studies is that people favor other people who
they perceive to be in the same group [6]. Self-oriented actors, that is, actors focused on the
improvement of their own payoff, are more likely to exclude out-group members than in-group
members. Such processes are especially pronounced in inter-group settings [5]. Results from
[56] suggest that people tend to rely on social groups when interacting with computers. These
social groups can be defined by any common property, such as the color of a team or a number.
In these experiments, humans pair up with computers as easily as they do with other humans.
However, these studies use predefined groups, with assigned properties of categorization. The
current work explores whether these results hold in relation to groups of agents and humans
when humans are allowed to choose their group members. It might be the case that people
have more affiliation with members of the group with the property of ‘being human’ than with
members of the group with the property ‘in the same coalition’. If this is the case, this creates a
social dilemma when humans have to choose between commitments between out-group humans
and in-group agents.

Inter-agent coalition formation in MAS’s traditionally focuses on the same game theoretic ap-
proaches, looking for optimal and efficient solutions. However, optimal rationalizations may not
always be possible due to noise, uncertainty or time constraints. Especially in a domain where
the agents are required to interact with humans or other agents. In a real-world domain, the
agent should be highly autonomous and adaptive in order to overcome these challenges.

“Coalition formation mechanisms proposed to date [...] commonly provide [strate-
gies and protocols for the agents], however they include several restrictive assump-
tions, which do not hold in real-world domains where coalitions are necessary. |...]
Under the assumptions of incomplete information, heterogeneous task valuations, and
short time for completion of the coalition process, traditional coalition mechanisms
are inadequate.” [51]

In summary, game theory research on coalitions has developed methods for formal analysis
concerning issues of solution stability, fairness, and payoff allocations. However, the methods are
abstracted and some of the underlying assumptions of the developed algorithms do not necessarily

2In their 77 paper, Kahan and Rapoport try but fail to extend their findings to the case where 1-person
coalitions are allowed to have non-zero values [47]. Coalition structures appear to be dependent on the presence
or absence of nonzero payoffs for 1-person, 2-person, and 3-person coalitions in 3-person games. However, it is
not clear how they are dependent.
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TABLE 3.1: Common Assumptions in Coalition Formation

] Interchangeability
Previous Work ~ All potential members bring the same utility to a coalition (e.g., [12, 13]).
Our Work Some potential members are preferred over others.
Motivation In complex domains, or domains involving humans, this is generally not the

case. Some members are more valuable to the coalition than others. When
throwing a dinner party, someone who has good cooking skills or handy cook-
ware is more valuable than someone who has never cooked before. Coalition
members can have preference relations about who to work with. Doing home-
work exercises is probably most efficient with students that are very bright or
with the ones you have worked with before. Some individuals are preferred
over others because they have for example a better skill set or they have
shown to be trustworthy.

] Membership
Previous Work Membership to a coalition is equally available to everyone (e.g., [12, 67]).
Our Work In order for membership to become available, there are some re-
quirements members have to meet.
Motivation Coalitions often require members with certain capabilities or resources. To

become a member of the Christian Coalition of America, one has to be a firm
believer of the fundamentals of Christianity. Not everyone is automatically
eligible to be part of the coalition.

] Conflict
Previous Work — Conflict is eliminated by making agreements binding (e.g., [58, 72]).
Our Work No conflict-free environment since agreements are not binding.
Motivation In a dynamic world, coalitions change all the time. New members are invited

and others are cast out. Often there exist competing coalitions who try to
attract the same agents to their group. People for example change jobs in case
they get a better job offer. Actors may have agreements and commitments
to one coalition, but may break these to join another.

hold in real-world systems. Current work on coalition formation makes some strong but common
assumptions. These assumptions often come in handy to analyze coalition structures, but are not
very realistic. In our work, we try to model coalition formation in a more real-world environment,
disregarding these assumptions. Our domain will use for example incomplete and uncertain
information. In Table 3.1 we shortly describe the assumptions that are usually adopted and our
motivation to discard them.

3.2 Social Dynamics

In this study we use an Ultimatum Game with repeated interaction to let the members of a
coalition agree on a split of the coalition value. The setup of the game is very suitable to study
social relations such as trust and fairness between different actors. In the traditional UG, people
usually offer ‘fair’ (i.e., 50%:50%) splits, and most offers of less than 20% are rejected. This
latter phenomenon is referred to as inequity aversion. Social factors, such as altruism, fairness
and reciprocity are shown to have an influence on negotiation behavior (see e.g. [14, 53, 65]).
Recall that it is a property of coalitions with transferable utility that the coalition members have
to agree on a split of the utility (see Chapter 2). The members thus have to negotiate. These
negotiations can be considered as an UG, where one of the members proposes the split and other
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can accept or reject. We use the UG to study trust and fairness in this negotiation behavior.
We will examine how these behaviors change over time and how they differ between agents and
humans. As far as we know, we are the first to use the Ultimatum Game in a coalition formation
setting.

We allow for coalitions consisting of up to three actors, which means the bargaining over the
side payoff will also involve 3 players. Only a few experimental studies extend the UG to more
than two players and even fewer use it in a coalition formation setting. Okana and Riedl do use
a 3-player UG in a Coalition Formation problem [58]. They found that in 2-person coalitions as
wel as in 3-person coalitions responders behave negatively reciprocally. They punish proposers
by rejecting positive but unfair offers. We will extend this line of research by looking at repeated
interactions and different natures of opponents. The studies that have been performed show that
in three player UG’s new social considerations come into play. The presence of a third player has
an effect on the bargaining process: humans make social comparisons between responders [63].
The relative payoffs between members clearly matter: there exists a strong correlation between
relative payoffs and rejection behavior [10].

Within the field of human-agent interaction there exist contradictory findings when it comes to
human conduct towards opponents of different natures. On one hand, people appear to display
the same social behavior towards agents as towards humans. For example, human responders care
about equality of outcomes while negotiating with agents [27]. On the other hand, experiments
indicate that a significant difference exists between the behavior of humans towards agent and
human opponents. People appear to perceive other humans differently from agents [9, 66].
Results from these works show that people have a different set of ‘acceptable conducts’ when
working with people, versus working with agents. This difference in human behavior poses the
problem of how humans actively treat agents while interacting with them.

Reeves and Nass were one of the first to address the issue of how humans treat computers and
other media [62]. Through a series of experiments they showed that human behavior towards
media is in many cases the same as towards other human beings. This phenomenon is called
‘the Media Equation’. It is based on the thought that if interacting with a computer can
be similar to interacting with another human, we can also expect certain social psychological
dynamics from human-human interaction to apply to human-computer interaction. In media
equation studies, the social dynamics surrounding human-human interactions are shown to exist
in human-computer interactions (see e.g., [74]). Nass et al.[55] performed several experiments
to demonstrate that humans affiliate with computers as a team in the same way they affiliate
with human team members. As it turned out, making a human’s performance dependent on
a computer’s performance (or even just saying this is the case), triggers perceptions of team
affiliation.?

We use Nass’ findings as a foundation for our research. We expect to find similar social psycho-
logical dynamics to occur between humans and agent as were found in the studies mentioned
above. However, our focus will be on the changes in these dynamics when players are allowed to
choose between humans and agents. This has not been investigated before. Although it can be
the case that humans have similar attitudes towards agents when they are dependent on them or
if they have no other choice than to work with them, we suspect the differences between human
conducts towards humans and agents are strengthened when they can choose between them.

As pointed out in Section 3.1, multi-agent interactions are commonly concerned with optimizing
strategies. These strategies may perform well in certain scenarios, but do not necessarily cause
human-like behavior. Literature has shown that it can be advantageous for agents to implement
a model with social principles. Models that take principles such as fairness and helpfulness
into account were shown to explore new negotiation opportunities [40] and to find solutions
that correspond to solutions found by humans [42]. Several approaches use inter-trust relations

3An elaborate introduction of the media equation and an overview of literature in the field can be found in
[62]
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between agents to try to optimize coalition formation (e.g., [12, 22]. Griffiths and Luck [32]
use trust to decide which agents are most likely to be good group members, and use what is
known about the agent’s motivations to decide whether or not to join the group. Jones et al.
[41] have explored a coalition formation setting where agents can pursue partners of varying
trustworthiness and lure them away from their current coalition. This means they do implement
a social dilemma. Their results show that in some circumstances an agent may profit from
selecting less trustworthy partners, since they are more likely to defect from an existing team
and subsequently form a successful coalition with the agent.

Although these studies show that agents that implement social dynamics often perform better
than those who use a purely computational strategy, they have not used these strategies for
interactions with humans. The works mentioned above use trust in a stable and limited environ-
ment. In this work, we want to create a dynamic environment where both agents and humans
have to adapt to changes in the environment and changes in the strategy of other actors.






Chapter 4
Conceptual Approach

In this chapter we will discuss the domain we have chosen to implement. It is a mixed-initiative
coalition game called the Package Delivery Domain. We will also introduce Colored Trails: a
framework for examining decision making processes in multi actor interactions. Colored Trails
is very suitable to implement our coalition game. We will present the rules of the game, as well
as our motivations for the implementation of the rules.

4.1 The Package Delivery Domain

The Package Delivery Domain (PDD) is very suitable as a coalition formation game (see [67, 72]).
It requires actors to have individual goals and to cooperate in order to satisfy their goals. In the
case that cooperation is required, agents must decide when and who to ask for help and when
and who to grant a favor. We will extend the domain in such a way that it allows us to examine
human-agent coalition formation.

Radial fin

Yy
L&

FIGURE 4.1: The original Package Delivery Domain by Sen.

In the original PDD [67] N agents are designed to deliver T packages each. All packages must
be picked up from a central depot. On arrival at the depot, an agent is assigned a package that
it has to deliver. The package destinations are located on one of R different radial fins (axes) at
a distance between 1 and D from the depot. In Figure 4.1, these destinations are marked as a
'G’. Movement to and from the goal is only allowed via the different fins. It is not possible to
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move directly between the fins. The agent at the depot can decide to either deliver the package
itself or to ask for help. An agent can ask for help from another agent who is currently also at
the depot and who is assigned a package that has to be delivered on the same fin. However,
there is a cost involved for helping other agents, which is one unit of extra cost per unit distance
traveled when carrying the extra package.

This domain was designed to examine interactions between self-motivated agents that must
adapt their behavior depending on the behavior of other agents in the environment. Sen and
Dutta [68] use the domain in order to identify dominant strategies under different environmental
conditions. They use mixed groups of agents with exploitative, reciprocative and philanthropic
strategies to understand the dynamics in this more realistic scenario.

4.2 Colored Trails

We designed a coalition formation game that was inspired by Sen’s Package Delivery Domain.
For the implementation of our game we needed a flexible framework that provides an open
architecture for actors. Colored Trails proved to be a very suitable framework for this purpose.

4.2.1 A Testbed for Investigating Decision Making

Colored Trails (CT) [34] is a testbed developed by Grosz and Kraus for the purpose of inves-
tigating decision making that arises when agents interact in task specific settings. The testbed
consists of a game than can be played by multiple players whose task it is to reach a goal by
exchanging resources. These interactions provide the basis for modeling, comparing and testing
the performance of humans and computational strategies deployed by software agents. Colored
Trails is especially suitable for our research, since the architecture allows the game to be played
by groups of people, computer agents, or heterogeneous mixes of the two. CT enables us to
examine the behavior of self-interested agents and humans in group settings.

“A key determinant of CT design was the goal of providing a vehicle for comparing
the decision-making strategies people deploy when they interact with other people
with those they deploy when computer systems are members of their groups.” [34]

Another important feature of CT is that it enables the experimenter to hide the nature of players.
It is possible to deny the participant information about whether he is playing against an agent
or a human.

A variety of domains can be implemented in CT, ranging from abstract to complex. It is very
well-suited to implement popular games from behavioral economics (e.g., Prisoners’ Dilemma,
Public Goods Game, Ultimatum Game, Dictator Game) [25, 34, 74], but it also serves as a basis
for more real-world scenarios because of the clear analogues to task settings and the possibility
to provide situational contexts. The game parameters can be set to represent environmental
features, such as reward structures, dependencies between agents, resources and skills. We will
elaborate on how we used these parameters in Chapter 5.

We will briefly describe some of the prior experiment conducted with CT, to give an impression
of the range of possibilities. CT was first used in an experiment to compare agent’s decision
making strategies with those of humans [34]. The game was set up as a simple negotiation game,
in which players could exchange resources by making non-binding agreements. In recent work,
CT was used to implement a very different game to test agent strategies for deciding whether to
help other members of a group whose members are engaged in a collaborative activity [49]. In
this game players could negotiate to help a member of a group reach his goal.

We will use CT to design a game that differs significantly from games that have been implemented
in CT thus far. Our game is more dynamic, interactive and complex than previous games. We
will give the details of our setup later in this chapter.
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4.2.2 Components

CT can be divided into two parts: (i) fixed components that provide the player with the basic
functionality and (ii) the game rules and configuration as implemented by the programmer.
Figure 4.2 shows the fixed components as they appear in a basic CT configuration. In this
section we will elaborate on each of the components.

7 Game Board - Name 10
Phases Display

Phases Time Left

i |>_Communication Phase <| > 1:21 <

Board Display

Player Chips Display
 EETE:
el

FIGURE 4.2: Basic components of Colored Trails: phases, board and chips

Board CT is played on an NxM board of colored squares in which one or more squares can be
designated as a goal. In order to move to an adjacent position, the player has to hand in a chip
that has the same color as the square he! wants to move to. It is not possible to make diagonal
moves. Players are allowed to occupy the same square. The path a player chooses to reach the
goal represents the plan or recipe an actor has in the world to fulfill a goal, where each square
represents an individual task.

Chips Players can reach the goal by exchanging chips. Each player is given a set of chips with
colors taken from the same palette as the squares of the board. The different colors correspond
to different capabilities or resources the actors have. The number of chips represent the number
of resources every player has at his disposal.

Phases The game can be set up to contain several phases that specify which actions may
be undertaken by the players. This ensures both a clear structure and good playability of the
game. For example, during a ‘Communication Phase’, players are allowed to make proposals and
respond to them but they are not allowed to move. The players are permitted to move during
the ‘Movement Phase’.

IThe players in this game can be men, women or computer agents. For purposes of consistency and clarity,
we will refer to all players as male. This is however completely arbitrary.
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Proposals Players can negotiate to obtain the chips they need for reaching the goal. The
exchange of chips corresponds to actors providing resources to each other, performing tasks for
them, or enabling them to do tasks they otherwise could not do. The proposals and responses
are the only way the players can communicate. This is a fixed but expressive messaging protocol.

Anyone who wants to create a CT game, can manipulate these components in several ways. These
manipulations are basically the rules and configuration of the game. Players can for example
have different or multiple goals. The scoring function determines the payoff for the individual
players and can be completely adjusted by the programmer. It can for example be composed of
several different factors such as the Manhattan distance of the player to the goal. It can also
depend on whether the player reached the goal or the number of chips left in possession of the
agent. The scoring function can also reflect more complex utilities such as the social welfare of
the group or the completion of certain subtasks.

There are several ways in which the game gives the programmer the ability to promote inter-
dependency of players. If players are task-dependent, they are depending on other players supply-
ing the chips they need for the performance of their own task (reaching the goal). This generates
a social dependency because the score of one player depends on the helpful behavior of another.
A second dependency can be created by making the players reward-dependent. This indicates
that the score of one player depends in some way on the score of the other players. The scoring
function thereby strengthens or weakens the competitive relation between the proposer and the
responder. For example, by varying the relative weights of individual and group goods in the
scoring function we can make collaborative behavior become more or less beneficial.

The visibility the players have of the board, of the other players and of the chipsets corresponds
with different knowledge conditions. If the opponent’s goal is hidden on the board, then this
corresponds to being unable to know the intentions and goals of the other player. Concealing
the chips of other players corresponds to not having any knowledge about their capabilities.

4.3 Conceptual Design

4.3.1 Adapting the PDD: MIPDD

We adapt the PDD from Sen to create a coalitional game with transferable utility containing
resources, players and capabilities. This is done in order to create realistic interaction situations.
We call this domain the MIPDD: Mixed Initiative Package Delivery Domain. In this name the
original domain of inspiration as well as the influence of both agents and humans are captured.

In the MIPDD game, N players (humans and agents) aim to maximize their utility, given a time
limit that is unknown to them. A player can increase its utility by delivering packages to the
central depot. The players are randomly placed on the board, as are the packages. The packages
are not assigned to particular players, instead, each player can walk around freely and collect
either a small package (SP) or form a coalition to collect a large package (LP). Figure 4.3 shows
a simple schematic representation of the domain.

The fact that our game has both cooperative and non-cooperative aspects is made explicit in the
payoff distribution. In cooperative games payoffs usually are not given for individual players,
but only for coalitions. In our scenario, coalitions are indeed rewarded with a payoff. However,
individual players are also able to obtain payoff, be it a significantly smaller one. Any player can
deliver a small package on its own in exchange for a small payoff. Though the payoff of large
packages is higher, the cost is also higher because large packages can only be delivered with the
help of at least one other player. Each player can only (help to) deliver one package at the time.
Although it is not obligatory for players to form coalitions, it does pay off to be in a (large)
coalition because they yield a higher payoff.
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FIGURE 4.3: A schematic representation of MIPDD.

Within the game, we distinguish between initiators and members. The initiator is allowed to
shape the process of negotiation by choosing the players he would like to join his coalition. The
initiator also decides how much of the total payoff he offers the members. He can propose the
split to the members. The proposal takes the form of one round of the Ultimatum Game: the
initiator proposes a split of the playoff and the member can accept or reject. If the member
rejects, both players get nothing. In this sense, it is a one-shot constant-sum negotiation (as
defined in Section 2.5). Everything initiator A proposes to keep to himself, will be subtracted
from the payoff member B will receive. Although the negotiations about the payoff are one-shot,
during the game the players interact and negotiate repeatedly. This causes trust and social
commitment to become more important. The game as a whole is a nonconstant-sum game, since
players can deliver packages and increase their payoff without decreasing other players’ payoff.

4.3.2 Agent Implementation

As stated in Chapter 1, one of our main goals in this work is to investigate whether humans
have a preference for working together with other humans or with agents. Importantly, we want
the agents to be as human-like as possible, since we can only say something meaningful about
preferences on the basis of nature when the actors display very similar behavior. In the case
humans and agents have very different strategies and conduct, any preference might be related
to this difference. Ideally we would create a model of human behavior in our domain and use this
to develop our agents. This would ensure that our agents are equipped with advanced strategies
that capture social considerations in stead of simple algorithmic strategies which might be easy
to identify and predict.

However, no matter how the agent strategy is designed, any differences in preference could still
be traced back to the implementation of the agents. We therefore chose an alternative approach
that ensures that humans and agents have similar strategies. To each player we assigned a
distribution of how they perceived each other. Given the set N of all players in the game, we
created a mapping M for each player p € N that p’s perception of every other player in N to
either a human or a computer agent: M: N — {h,c}. Even though the subjects played the
game solely against each other, they randomly perceived half of the players as human and the
other half as agent. Naturally, they always perceived themselves as human. Each game, these
pairings are randomly assigned. So when a subject perceives another subject as ‘human’ in one
round, he can perceive him as ‘agent’ the next round. Also, the pairings were non-symmetrical:
subject 1 could perceive subject 2 as an agent while subject 2 perceived subject 1 as a human.
Importantly, we did not tell them that they played solely with humans. We deceived them into
believing they were playing against both humans and agents.
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4.3.3 Knowledge constraints

The knowledge available to the actors greatly influences their performance. For instance, if
someone knows he is the only candidate for a job position, he will be self-confident at the
interview and maybe not try his very best to impress. However, if he knows he has to compete
with 20 other applicants, he will try very hard to distinguish himself and impress the interviewer.
Game theory uses the terms imperfect and incomplete information to distinguish between games
with different knowledge constraints for the players [60]. Imperfect information relates to a
state of knowledge about the behavior of the players, whereas incomplete information refers to
knowledge about the structure and rules of the game (such as the payoff function and the number
of players).

Definition 16 (Incomplete information). A state of knowledge where the player is uncertain
about the behavior of the other players.

Definition 17 (Imperfect information). A state of knowledge where the player is uncertain
about some of the elements which define the rules of the game.

In our experiment, players have complete information in the context of the game. The game is
however a game of imperfect information because the players do not know all actions of the other
players. Consequently, actors can only use experience based trust to create an expectation of a
player’s trustworthiness. This is not a reputation game where actors can use recommendation
based trust to update their trust value of another actor.

We created a setup with imperfect information to (i) prevent players from being overwhelmed
with information and (ii) to limit the variables that can influence decision making. The game
is highly complex because it is played with multiple players simultaneously and players’ actions
are not restricted by different phases of the game. Because our objective is to create a less
abstract and more dynamic environment than is used in other CT games, phases do not play a
role in our setup. The players continuously interact with the environment and the other players.
To help players focus on the task at hand, namely choosing coalition partners, we limited their
knowledge:

e Players have no information about other players’ locations on the board, except for the
ones that are in their coalition.

e Players view no coalitions and proposals other then the ones they are involved in.

e In three-player coalitions, invited members do not get to see how much payoff the third
party receives.

During the pilots we noticed that it was distracting and stressful to see all players moving
around, making coalitions and delivering packages. It was a logical choice to remove other
player’s positions, since in realistic situations actors often do not have full knowledge about the
actions and whereabouts of other actors. This implementation choice makes the game clearer and
more realistic. Another reason for introducing uncertainty is that we focus on nature and trust
as factors in the decision process. Removing the position of other players excludes proximity as
a possible reason for inviting players to a coalition.

The fact that other coalitions and proposals do not appear ensures that the player is focused on
maximizing its own payoff instead of being affected by other players’ progress.

We also did not display third party relative payoffs. That is, in the UG in which players negotiate
over the payoff distribution, only the payoff of the initiator and one member can be compared.
The reason we chose to limit knowledge about this is that, as we pointed out in Chapter 3, the
presence of a third player has a clear effect on the bargaining process. Players already have to
take several variables into account, such as offers from different players, their preference for the
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player the proposal originates from and coalitions of different sizes. We ruled out the effect of
third player presence in order to analyze their negotiation behavior solely in these terms of trust
and nature without having to account for differences due to third party involvement.

4.3.4 Choosing Team members

In Chapter 3, we addressed several assumptions often made in coalition formation theory. These
assumptions restrict the domain, making it more abstract and easier to formalize. However, we
created a more dynamic domain by loosening these constraints. We have realized this in the
following way:

e Members of coalitions are not defined: Coalitions are not imposed, each actor has
the freedom of choosing which coalitions to join and who he wants to invite to his own
coalition.

e Some potential members are preferred over others: The actors have different na-
tures. they are either human or agent. Nature is a discriminating factor on basis of which
an actor can choose its partner. On top of that, the actors interact repeatedly. Accordingly,
actors may favor other actors they successfully interacted with in the past.

e Actors have to meet requirements in order to become members: In order to
create a coalition, the members of the coalition must have colors that correspond to the
colors of the path to the goal. Therefore, only actors with a required color are eligible as
a member of that particular coalition.

e Agreements are non-binding: An actor who is already involved in a coalition can join
or create another coalition and thereby defect from his current coalition.

4.3.5 Defection

The criteria humans use to discriminate between their possible partners are of great interest
to us. We stressed the importance of freedom of choosing team members in realistic scenarios.
In our setup we use nature as one of the distinguishing factors between actors. We have also
argued that repeated interactions can help to develop trust relations, which in turn can be a
distinguishing factor as well. To stimulate actors to develop these trust relations even further,
the game allows for non-binding agreements. In other words, players are not forced to commit
to their obligations to the group. As these agents are self interested, it may be reasonable for
an agent to quit one coalition and to join another that provides a higher payoff. Importantly,
players cannot be part of more than one coalition at the time.

It is one thing for the game to allow defections, it is another for the team members to allow
this. The members might not accept defection and this may show in their future interactions
with the player that defected. We suspect defections to have an influence on the dynamics of a
trust relation. When defection is allowed, being part of a coalition is not always beneficial for an
actor. The cost to join a coalitions has increased because there is a risk that the coalition will
break up despite the actor’s effort. The actors must manage the risk associated with interacting
with others who may have different objectives, or who may fail to fulfill their commitment. The
success of a coalition is not entirely dependent on the actor anymore, but instead is a shared
responsibility of all members in that coalition. Therefore, players can use information about
another player’s defections to strengthen or weaken their trust- and preference-relation for a
that player. Risk-averse actors may find the cost for joining a coalition exceeding the expected
payoff they receive for successful delivery [32]. In short, our domain fulfills the two requirements
of a social dilemma: defecting is individually beneficial, but all are better off if all cooperate.






Chapter 5
Experimental Design

We have created a Mixed Initiative Package Delivery Domain (MIPDD), inspired by Sen’s Pack-
age Delivery Problem [67]. This domain has different objectives than the original domain, but
they still share the main characteristics that stimulate cooperation between competitive agents.
Self-interested actors can choose to form coalitions that could increase their utility. The ob-
jective of our game differs from the original one since our purpose is to examine human-agent
interaction, a subject not addressed by Sen. His implementation of the domain is not designed
to deal with human decision making. Our implementation is more dynamic and stimulates fre-
quent interactions between different actors. We performed several pilot experiments to shape
the experiment after our requirements and to find a baseline for the values of our variables. In
this chapter we will describe the implementation details of MIPDD and illustrate the setup of
the experiment.

5.1 The Domain

In this experiment each game had 6 subjects interact simultaneously. As explained in Section
4.3.5, each subject randomly perceives half of the participants as agents and the other half,
including himself, as human. From now on we will say that the game was played with 3 agents
and 3 humans. In a game with n players, each tile on the board can have one of n/2 colors.
With 6 players, there are 3 colors in every game: red, green and blue. The board is constructed
with these colors in a random distribution of colored squares. Each color is represented by both
a human and an agent. So, in each game there are 2 red players (1 agent, 1 human), 2 green
players (1 agent, 1 human) and 2 blue players (1 agent, 1 human). This allocation is known to
all players.

We use the colors to specify the requirements a coalition must meet in order to deliver a large
package. The cost of an LP is expressed in terms of the colors of the chosen path from the
package to the goal. More specifically, the LP can only be delivered if a path exists from the
package to the goal, such that the colors of that path are represented by the members of the
coalition. Look for example at the simple configuration in Figure 5.1. The SP on the right can
be delivered by any player on its own. To deliver the LP on the left however, players have to
form a coalition. Imagine a green player who intends to form a coalition to deliver the LP. There
are three shortest paths to the goal: [blue, red], [blue, green] and [red, green]. Notice that the
the color of the square the package is on and the neutral white color of the goal square do not
have to be considered. In order to successfully deliver the package, the colors of the taken path
must be represented by the colors of the players in the coalition. Given that the player has the
color green, he can now form a coalition with either a red or a blue player to deliver the package.
Each color in the path has to be represented by only one player. If, for instance, a path contains
three red squares, the coalition needs only one red player. A coalition can never contain multiple

29
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FIGURE 5.1: Package delivery in the MIPDD game

players of the same color. This forces players who intend to form a coalition to always choose
between a human and an agent. By imposing the choice between a human and an agent partner,
players are stimulated to reveal their preferences concerning the nature of other players.
Importantly, the players are able to invite more players than necessary to get to the goal. So a
package than needs to be delivered by 2 can also be delivered by 3. If certain actors prefer to
work together a lot, they can decide to invite each other even though their membership is not
a necessity for the coalition to be successful. Note however that a coalition can never contain
more than 3 members since a coalition can never contain multiple players of the same color and
there are 3 colors in the game.

The payoff of the different packages is as follows: a SP yields a payoff of 3 and an LP yields a
payoff of 60 for a 2-player coalition and a payoff of 180 for a 3-player coalition. The packages are
randomly distributed over the board, where the amount of large packages is 12 (2 x n) and the
number of small packages is 6 (equals n).! This number stays the same during the whole game,
so when players deliver a package to the goal, a new package of the same type appears. Table
5.1 shows the differences between the types of packages.

TABLE 5.1: The different types of packages

‘ Small Large
Color white brown
Points 3 60 or 180
Delivery | 1 player 2 or 3 players (coalitions)

A player who wants to deliver an LP should invite players to his coalition. He can do so
by standing on a large package and making a proposal to another actor. Remember that the
location of other players is unknown until they join the coalition. The initiator can therefore base
his decision on who to invite on color, nature and previous interactions. To make a proposal,
the initiator needs to specifiy:

1. how many members the total coalition will consist of
2. which player he wants to make the proposal to

3. the payoff he is willing to transfer to this player in exchange for joining the coalition and
delivering the LP

Figure 5.2 shows how players can propose. In this figure, an initiator is ready to make an offer
to a green agent (displayed as a computer icon) to join a 2-player team. Under ‘Your Chips’ the

1In Subsection 5.2.4 we will elaborate on how we determined these values.
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FIGURE 5.2: Making a proposal

initiator can specify how much payoff he wants to offer the member. Notice that a reminder of
the maximum payoff for this coalition (60) is also displayed.

Responders will receive a proposal that shows the size of the coalition that they are invited to
(2 or 3). This provides the necessary information to reason about the equity of the split. In case
the proposed coalition has size 3, the identity of the third player remains unknown until he has
accepted. Note that the initiator can invite only one player at the time. Importantly, the UG
takes place only between the proposer and the member he proposes to. As explained in Section
4.3.3, this member will be aware of the total number of people in the coalition, but not the share
of the payoff transferred to another member. He can base his decision to accept or reject only
on the payoff the initiator offers.

Once the responder has accepted, he becomes part of the same coalition as the initiator. The
position of all coalition members subsequently become visible on the board. Meanwhile, the
initiator of the coalition can add other members to the coalition by proposing to them. After
a player accepts a proposal it is important that he moves toward the package the initiator is
positioned on. The coalition will only be complete when all members have arrived at the location
of the package. If it turns out that the members of the coalition do not have the required colors
to travel the distance to the goal, a message is displayed in the Coalition Window of all members.
The coalition will only be dissolved when one of the members or the initiator defects.

If on the other hand all members are at the package and they have the required colors, the game
controller will automatically perform a sequence of actions that leads to the successful delivery of
the package. First, the payoff will be transferred as agreed upon in the proposals. Transferring
the payoff at this point in the game ensures that players cannot transfer payoff without forming
a coalition. Second, all the members will jointly deliver the package to the goal. All coalition
members are transformed into one single icon: a van. The van then automatically finds the
shortest path containing the colors of the coalition members and moves to the goal. Finally,
after they successfully delivered the package, the coalition dissolves and the players are placed
at a random location on the board.

Table 5.2 gives an overview of the setup of our domain. It compares Sen’s original PDD with our
adaptation. The setup of MIPDD is such that it can easily be implemented in Colored Trails,
which allows us to create human-agent interactions in a game setting. The representation of a
grid in which players can move in all directions to pick up packages is also straight forward since
CT provides a board with exactly these properties. CT includes the concept of different types
of goals to represent both the packages and the depot. Delivering packages to the depot is be
the main goal. Picking up a package will formally be the completion of a subgoal as part of the
plan to reach the main goal. The problem of allocation payoff can be represented very nicely
with the negotiation protocol CT uses to exchange resources.
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TABLE 5.2: A comparison of Sen’s Package Delivery Problem with our MIPDD

PDD (Sen ’96)

MIPDD

actors

package pickup

package delivery

agents

at depot, no difference in
package size

depots along the radial fins

humans & agents

scattered large (LP)
and small (SP) packages

one central depot

assignment at central depot no assignment
movement radial grid grid-based
delivery costs travelled distance SP: none

helping costs

additional travelled distance

LP: colors of path

additional travelled distance

delivery payoffs none SP: 3
LP: 60/180
helping payoffs none distributed payoff

coalition formation

ask for help at the depot

ask anyone for help to deliver LP

We can now specify our game as a coalitional game with transferable utility (N,v), where:

set of players N N =6
characteristic function v v(ng) =3
v(n;, nj) = 60

v(n;, nj, ng) = 180
Players who act on their own have a non-zero value of 3. Note that our game meets the require-
ments of superadditivity, since all coalitions S that can be formed have a value that is higher
than the added values of the smaller coalitions S can consist of (180 > 60 + 3, 180 > 3 + 3 +
3 and 60 > 3 + 3).

The difficulty of our approach lies in the more fundamental part of the domain: its highly dynamic
and fast paced properties. CT normally uses discrete states, the phases, in which the actions of
the player are specified and restricted. In MIPDD this does not suffice if we want (i) packages
to dynamically appear, (ii) players to be able to pick up and drop packages and (iii) players to
interact with each other all the time. At each point in time, the players should simultaneously
be able to perform these actions. This requires the game controller to continuously check for
updates of the board and respond to them. We have implemented such a controller.

5.2 The Game

5.2.1 Game configuration

Figure 5.3 shows the components of the board as they are viewed by the player:

e Board Window (center): This is the board where upon packages and players are posi-
tioned. Players can see all packages but only their own position. The position of other
coalition members becomes known after a player accepts a proposal. In the configuration
displayed in the figure, the ‘me’ player is standing on the red square, just left to the goal.
If this player wants to pick up the LP on the bottom right of the window, he would at least
need a green player because there is no path from that package to the goal without moving
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FIGURE 5.3: The game components

across a green square (remember that players are not allowed to move diagonally). Players
can move freely around the board in two ways: they can either drag-and-drop their icon
using their mouse, or they can use the keyboard cursor keys. When other players pick up
packages, these packages disappear from the board. The score and color of the player are
displayed at the bottom of the Board Window.

Task Bar (upper left): Contains the ‘propose’ button, which becomes active after a player
moves on top of an LP. By pressing this button, a Proposal Window will appear. This
window requires the player to select the player he wants to propose to and to specify how
many chips and how many players the total coalition will involve.

Coalition Window (right): Keeps track of all past and present coalitions of the player.
The white panel at the top shows the coalition the player is currently part of. In this case
the panel is empty, meaning that the player is currently not part of a coalition. Short
game messages (such as defection notifications and the joining of new coalition members)
appear in the small white panel directly beneath the first panel. The large white panel
contains all previous coalitions the player was enrolled in, showing whether the coalitions
were successful or not and how many points the player obtained by being in that coalition.
It also shows who was the initiator and in case of defection who was the defector. The
Coalition Window is very important for players who want to keep track of the players with
whom they had successful interactions. In this example it shows that the latest coalition
this player was in, was one involving the green human. The player initiated the coalition
himself, but also defected from it. The coalition was therefore not successful and did not
yield any payoff.
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e Action History Window (bottom): Keeps track of all proposals and the responses that
were sent from and to the player. The most recent proposal is displayed at the top of the
window. Here, the most recent proposal for this player was one of 25 points he offered to
the green player. The proposal was accepted. This window serves is a tool for players to
remember the history of proposals.

e Proposals (left): Proposals will appear to the left of the board. If the player accepts a
proposal, he will be part of a coalition. The proposal consists of the size of the proposed
coalition, the icon of the sender, the proposed split of payoff and the icon of the recipient.

5.2.2 Defecting

We argued in Section 4.3.5 for the use of a defection mechanism to study trust relations between
the players. There can be several reasons why a player would choose to defect. We distinguish
two main categories:

1. Untrustworthy team member(s)
A player might be dissatisfied with the other member(s) of his coalition. Once a member
joins a coalition, his whereabouts become known to all coalition members. This information
can be used to see if the member is trustworthy. For example, players can now see if the
member is collecting packages on his own or that it takes him very long to join the other
members at the package.

2. Better outside offer
When the player is presented with a better offer than the one he has currently accepted,
he may be inclined to break his team commitment and accept this offer.

Of course there can be other reasons for the player to defect that do not fall under a clear and
distinct category. For example, the player can make a mistake and accidentally defect. Or he
might change his mind and want to deliver a different package. Although we ask for a motivation
from the subjects on why they defected, we assume for now that these cases are a minority.

In the MIPDD, a player can defect in the following ways:
1. As an initiator (creator) of a coalition:

e By accepting a proposal from someone outside his current coalition.

e By stepping away from the package he intended to deliver.
2. As a member of a coalition:

e By accepting a proposal from someone outside his current coalition.

e By proposing to form a new coalition.

If a player defects, this information will appear in the Coalition Windows for the players involved
in the coalition. Furthermore, a defection always causes the coalition to be dissolved by the game
controller.

5.2.3 Game Flow

Now that we have explained the game’s components, we will describe the sequence of the game
in more detail. We created two state diagrams that show the game flow for an initiator and for
a member of a coalition. Respectively: keep in mind that at any point of the game a player
can change from being an initiator to being a member and vice versa. This can be achieved by
accepting another proposal or by taking initiative and creating a coalition.

Let’s first look at the state diagram for initiators as represented in Figure 5.4(a). The general
sequence of the game is as follows:
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FIGURE 5.4: State diagram for the MIPDD

The player starts at a random position on the board. The game controller will position
the player such that he on a neutral (IN) spot on the board (e.g., not on any package) and
not part of any coalition (nc). This is denoted as % in the diagram.

The player now chooses to either move towards a small package or a large package. If
he moves to a small package, the player automatically picks up this package, resulting in

state %. Note that because the player automatically picks up the package, he can not
move away from the square to return to % Instead, he can return to a neutral state by

delivering the package to the goal, by which he gains 3 points.

If he moves to a large package (%), the player has two options: (1) return to a neutral

state by simple stepping away from the package or (2) creating a proposal to invite another
player to his coalition (resulting in % since the initiator does not know yet whether his
proposal will be accepted). He is then required to select the total number of players of this
coalition, the color and nature of the player he wants to invite and the payoff he is willing

to transfer.

The initiator now waits for the member to respond to his proposal. If it is accepted, the
players form a coalition (%) If it is rejected, the player goes back to the previous state

where he can choose again to propose or to move away.

Depending on how large he intended his coalition to be, the initiator can now invite other
members to his coalition. Note that the player stays in the same coalition state, regardless
whether his proposal is accepted or rejected. However, both the initiator and the members
can at this point dissolve the coalition by defecting according to the game rules explained
in Subsection ??. If a member defects, the initiator is still on the LP and so in coalition
state %. If an initiator defects, he ends up again in coalition state % He will also reach
this state if the coalition successfully delivers the package. Delivering the package also
yields the payoff corresponding to the coalition size.
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The coalition state diagram for a player who becomes a coalition member is represented in Figure
5.4(b). Although the first two actions that the player can perform are the same as the ones of
the initiator, the game sequence as a whole is slightly different:

e The player starts at a random position on the board, not on any package and not as part

of any coalition ().

e The player now chooses to either move towards a small package or a large package. Again,

if the player moves to a small package, he will automatically pick up this package (%)

He can return to a neutral state by delivering the package to the goal. If the player moves
to a large package, his state on the board changes. If the player now chooses to make a
proposal, he becomes an initiator and his game flow changes to the one in Figure 5.4(a).
By moving away from the LP, the player ends up again in % There is however also a
third situation that can occur: the player can receive a proposal and if he accepts it, he

will become part of a coalition.

e When accepting a proposal directly from the % state, the player is still at the same position

on the board, but is now part of a coalition (resulting in %) The same happens if the

. SP LP . s SP LP
player accepts a proposal in a 2= or a *= state (resulting in 2> and ==

Note that a player who is carrying a SP can still join a coalition.

, respectively).

e From these coalition states, where the player is in a coalition but not yet on the position
of the LP that needs to be delivered, three actions are possible. The simplest action is if
the member moves toward the LP in question. The other two actions represent defection
actions that are performed by either the member or the initiator. If the member defects,
then this results in a similar coalition state where the member is still in a coalition and
at the same position. However, if the initiator or another member of the coalition defects,
the coalition will be dissolved and the player will return to a state with a coalition status

‘ne’.

e Ideally, if the player has arrived at the LP, the coalition is complete and they deliver the
package. Or, in case the player joined a 3-player coalition, he might have to wait for the
other member to arrive at the package. The other scenario is that the initiator or the
member defects, leaving the player at the package without a coalition (LP)

nc /°

5.2.4 Considerations and Pilot Experiments

In this section we give a motivation for the values of the variables in our domain, such as
the number of SP’s and LP’s, the payoff of the different packages and the size of the board.
Furthermore, we will elaborate on some of the implementation details.

We let the game be played by 6 players, which was a logical choice for us since we wanted 2-
and 3-player coalitions to be formed. 3-player coalitions must consist of 3 players with different
colors. Because each color is represented by 1 agent and 1 human, the minimal number of players
is 6.

Given that the game is played by 6 players, we ran several pilot experiments to determine the
board size, the number of packages and the different payoffs. Eventually we found a relation
between the number of players k£ and the size of the board that ensured a good game play. Given
a number of players k, the size of the board is N x M, where both N and M are defined as: 2 x
k - 1. The - 1 is added in order to create borders of an uneven number of squares which allows
us to place the main goal exactly in the middle of the board. Accordingly, our game has a 11 x
11 board.

To establish the number of packages we were concerned with the fact that players might try to
deliver the same package. Since the position of other players is not visible, players expressed
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frustration to see a lot of packages disappear in front of them. Because it takes more effort to
collect large packages, we placed more SP’s than LP’s on the board. Another reason for this is
that we did not want to force players to cooperate, each player should have enough opportunity
to act individually. Eventually, we placed as many LP’s on the board as there were players and
twice as many SP’s as LP’s .

In determining the value of the payoffs, we took into account the following constraints:

1. In order to enable players to make fair splits, the 2-player coalition payoff should be divisible
by 2 and the 3-player coalition payoff should be divisible by 3.

2. The payoff for a SP should be much smaller than for an LP because it takes less effort to
deliver a SP. However, the payoff should not be as small that players neglect SP’s.

3. The payoff ratio should stimulate both cooperation and competition.

We tried different values for the payoff of the SP’s and LP’s. The pilots showed that a payoff
ratio of 3 for SP’s and (s x 30) x (s - 1) for LP’s with a coalition size of s meets the above
mentioned requirements.

In the implementation of our game — under the hood, so to speak — we complied with the
default way CT handles movement. The resources of all agents consist of chips of one color. A
red player, for instance, has a set of red chips. Technically, for a coalition to move to the goal
each player in that coalition has to hand in at least the number of his chips that correspond to
the number of squares of the same color in the path to the goal. Because we are interested only
in the colors of a path and not in the number of squares of one color, we made sure that the
players did not have to worry about the number of chips to provide in order for the coalition to
move. The chip transfers of the agents were done automatically when a coalition was complete
and ready to move. Players were not aware of the number of their resources, nor could they
accidentally run out of chips because we ensured that all players had an abundantly large number
of chips to accept all proposals.

5.3 The Experiment

We ran two experiments with a total of 18 subjects from different levels of society. 44% of the
subjects was male, 56% female. 50% of the subjects was younger than 25, 44% was of an age
between 25-29 and 6% was between 30-34. The majority (72%) of the subjects were students,
all enrolled in different majors.

The game consisted of several rounds in which subjects played with one configuration of the
board. Each round, the game controller randomly divided the subjects into groups of 6. The
duration d in minutes of each round is randomly assigned, where 5 < d > 14. Earlier work has
shown that if subjects know when a game ends, the last interactions suffer the same consequences
as one-shot games: non-cooperation is the rational action. Using a fixed value for the length of
the round would increase predictability of the game, with similar consequences for the subject’s
decision process. Our participants are not told the duration of the rounds to ensure that their
behavior is not influenced by time. Each player participated in 5 rounds.

We introduced subjects to the game by giving a tutorial. The tutorial consists of four parts: a
handout, a video, a small questionnaire and a trial round. First, players are given a handout to
get familiar with the game and the rules (see Appendix A). This handout is discussed publicly
with one of the experimenters. Secondly, we show a video which helps to give subjects an
idea of the dynamics of the game. We use the video as a basis to present a walk-through of
the game in which we explain all actions that can be performed and the situations that can
occur. Afterwards subjects are allowed to ask questions. Then, the subjects have to fill out
some questions to demonstrate that they understand the purpose and rules of the game. We
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FI1GURE 5.5: The Decision Science Lab. Left: controller screen. Right: subject’s cubicle.

deliberately overbooked the experiment with respect to the number of participants, so we could
dismiss some of them who did not understood the game properly or showed a disinterest. Finally,
we let the subjects play a trial round, so that they could get a feel for how to move, how to
propose and how to pick up packages. During all parts of the tutorial we were careful to use
‘neutral’ terminology. That is, in order to minimize our influence on the behavior of players in
the game we did not use terminology that suggested a competitive or cooperative domain. For
example, we used ‘participant’ instead of ‘opponent’ and ‘interaction’ instead of ‘game’.

In order to give players an incentive to maximize their own payoff, we paid in a positive linear
correspondence to their performance in the game: they earned more money if they performed
better. This ensures that the players aim to maximize their score. How well they did is expressed
by the sum of the payoff they obtained over all rounds. We made the subjects aware of this
payment function. Players received on average $23 for participating.

The experiments were held at the Harvard Decision Science Laboratory of the Harvard Kennedy
School, Cambridge, Massachusetts. This laboratory is especially designed to look in a systematic
way at the factors that lead people to make different kinds of decisions, and ultimately to find
ways in which people will make better decisions. Also, the lab has an advanced technological
system that is very suitable for the display of computer-driven presentation technologies to
conduct empirical research. The laboratory features 36 cubicles for subjects and three large
controller screens to control all individual computers (see Figure 5.5). Removable partitions
offer researchers the opportunity to run 12, 24, or 36 subjects at the time.

5.4 Evaluation

When the focus of a research project lies on human behavior, questionnaires are of essence. A
questionnaire can provide insights into how humans perceive themselves and others and what
motivations they had for the decisions they made. The questionnaire shows how cooperative
aspects come about and how these were influenced by the different factors at play.

We use questionnaires because they are a good tool to gather more detailed information about
how decisions come about. However, we are aware that there are several disadvantages of ques-
tionnaire techniques: they depend on the subject’s motivation, honesty, memory and ability to
formulate thoughts and feelings. On top of that, questionnaires are not appropriate to study
complex social phenomena, since the individual is not the best unit of analysis in all cases. Be-
cause of this, we keep track of all actions that occur during the game: which coalitions were
formed, which were successful, who defected, what was proposed, etc. We use the information
from these logs to study the cooperation and competition between actors and to look at emergent
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behavior at the higher social level. On the one hand logs can validate comments of the players
from the questionnaire and on the other hand, the questionnaire can motivate players’ behavior
as observed in the logs.

Our questionnaire has a major focus on the strategic choices players made during the game. This
is motivated by our interest to capture the effects of nature and trust in repeated interactions
between the players. In our pilot tests we identified (i) the questions that proved difficult to
answer or did not address the correct issues and (ii) the questions that provided the answers
we were interested in. We used this initial analysis to improve our questionnaire. The final
questionnaire and its motivation is discussed in Appendix B.






Chapter 6
Results and Analysis

In this chapter we will use our data analysis to answer our main research question: how do nature
and trust influence people’s decisions in mixed coalition formations? The results we discuss relate
to two experiments. In Experiment 1, 6 subjects played the game while Experiment 2 involved
12 subjects. We collected data over a total of 12 rounds of the game. In this chapter we will
combine the data of both experiments since the conditions of both experiments were the same.

6.1 Analysis
In this chapter we address our sub-questions mentioned in Chapter 1:

1. To what extent do trust and fairness influence team formation in mixed networks?
2. How does the nature of actors affects the way people relate to their actions?

3. Do actors form stable relationships over time?

In order to answer these questions we look at the data provided by our logs and questionnaire.
Results 1 - 10 as presented in this chapter are statistical significant results from the logs. We
will refer to data from the questionnaire in order to explain or illustrate results from the logs.
In some cases we will explicitly refer to a subset of all subjects. For example, the subjects of
Experiment 2 filled out a more detailed questionnaire than the subjects of Experiment 1.

To make our analysis more clear, we will first introduce the terms we use to analyze our data.
Successful coalition formation in our domain can be divided into two ‘steps’:

Step 1 The initiator invites the member(s) who thereafter join(s) the coalition.

Step 2 The coalition delivers a package.

In our analysis we will make a distinction between the successful completion of stage 1 and 2. A
coalition that has not yet successfully completed stage 1 is called an attempted coalition.

Definition 18 (Attempted coalition). A coalition is attempted if:

e The initiator has at least made one offer to a member.
e Not all members agreed (yet) to be in the coalition.

A coalition is formed when step 1 is successfully completed.

Definition 19 (Formed coalition). A coalition is formed when the initiator has invited n-1
members for a n-player coalition and the members have agreed to be part of that coalition.

41
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Consequently, a 2-player coalition is formed when 1 player accepts the offer of the initiator and
a 3-player coalition is formed when 2 players accept the offer of the initiator. Note that every
coalition is in attempted state before it is formed. We will now define a successful coalition using
the notion of a ‘formed’ coalition:

Definition 20 (Successful coalition). A successful coalition is a formed coalition that succeeded
to deliver a large package to the goal.

Definition 21 (Unsuccessful coalition). An unsuccessful coalition (or failed coalition) is a coali-
tion that was dissolved before it was able to deliver the package. The coalition is dissolved when
a player who is part of the coalition defects.

We will analyze our results in terms of throughput and stability [12, 72]. Throughput is an
important measure of performance as it illustrates the amount of work an actor is able to complete
in a given time. In our case, we will define throughput as the number of small and large packages
players were able to deliver.

Definition 22 (Throughput). The number of tasks completed or goals achieved in a given time
frame.

We will furthermore use stability to see how coalitions developed over time. Stability enables
us to look at the preference of players to work together since it analyzes changes in coalition
structures.

Definition 23 (Stability). The rate and change in coalition size and composition over time.

Stability can thus help us to identify trust relations between players. In our case, stable coalitions
are coalitions that often occur the same composition. If stable coalitions are formed, this implies
that it’s members prefer working each other over working with others.

6.2 Coalition Formation

There is a wide variety of player strategies in the rounds we collected. The questionnaire and logs
show that some subjects were often initiator, while others preferred to deliver small packages
while waiting to be invited to a coalition. Some subjects defected easily while others tried
not to defect from their coalition. Our analysis of the logs shows that group membership is a
significant predictor of performance (score). We found that the number of times participants
joined coalitions is significantly positively correlated to performance (pearson correlation r =
0.56). Initiating coalitions is also positively correlated with performance (pearson correlation
r = 0.42).

Result 1. Both joining and initiating coalitions is positively correlated with performance. Join-
ing is significantly more correlated to performance than initiating.

The number of individual small packages that were delivered was a significant predictor of
performance as well (linear regression r? = 0.765,p < 0.0001). However, successful coali-
tions were a significantly better predictor of performance than individual package delivery
(t = 3.57,p < 0 = 0.001). This implies that in our game coalition formation is preferable
over the individual delivery of packages if a player wants to maximize his score.

Result 2. Being part of a successful coalitions is a better predictor of performance than delivering
small packages.

In other words, delivering large packages results in an overall improvement in performance. This
result shows that people understood that the purpose of the game was to cooperate and that
the game has the desired property of making all players better of if all cooperate.
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TABLE 6.1: Ratio of the number of attempted coalitions and their eventual successes during
all rounds

attempted formed successful

total | % of attempted | total | % of attempted | % of formed

2-p coalitions 202 122 60% 83 41% 63%
3-p coalitions 295 205 69% 114 39% 56%

To gain insight in the course of the game, we analyzed the formation of coalitions and the
different structures of the coalitions. First recall that the payoff for 3-player coalitions (180) is
substantially higher than 1.5 times the payoff of 2-player coalitions (60). This adds an incentive
for players to form larger coalitions, despite the additional risk involved.

Over all rounds, players attempted to create 497 coalitions, of which 202 (41%) 2-player coalitions
and 295 (59%) 3-player coalitions. Of the total attempted coalitions, 197 (40%) successfully
delivered their package. Players had an average throughput of 7 packages with 2-player coalitions
and 10 packages with 3-player coalitions per round. Overall, subjects delivered 2418 small
packages, which results in an average throughput of 34 small packages per subject per round.
As can be derived from Table 6.1, there were significantly more attempts to create 3-player
coalitions than 2-player coalitions (goodness of fit p < 0.0001). There were 295 attempted 3-
player coalitions vs. 202 2-player coalitions. The result that players attempted to create more
3-player coalitions follows directly from the fact that 3-player coalitions were potentially more
lucrative than 2-player coalitions. The questionnaire shows that the difference in payoff was a
strong motivation for players to create 3-player coalitions.

Table 6.1 shows the ratio of attempted 2- and 3-player coalitions and their formation and success
rate. As shown by the table, 60% of all attempted 2-player coalitions and 69% of all attempted
3-player coalitions result in formed coalitions. The percentage of coalitions that was able to
successfully deliver their package relative to the total number of attempted coalitions are very
similar for 2-player and 3-player coalitions (41% and 39%, respectively).

As indicated in the previous chapters, being part of a 3-player coalition increases waiting time
and the risk of defection of other players. We would thus expect 3-player coalitions to be
less successful. However, the results from Table 6.1 seem to suggest that attempted 3-player
coalitions turned out just as successful as attempted 2-player coalitions seems to contradict this
expectation. However, if we look at how many of the formed coalitions resulted in successful
coalitions, this shows us something else. The fact that attempted 2- and 3- player coalitions
are as successful can be explained by the fact that (i) attempted 2-player coalitions result less
often in formed coalitions than attempted 3-player coalitions and (ii) formed 3-player coalitions
are subject to more defection than formed 2-player coalitions. While 69% of attempted 3-player
coalitions is formed, only 60% of attempted 2-player coalitions is formed. 3-player coalitions
form more often than 2-player coalitions (goodness of fit p < 0.05). This implies that offers for
2-player coalitions were more often rejected than for 3-player coalitions.

Result 3. Attempted 3-player coalitions form more often than attempted 2-player coalitions.

Furthermore, Table 6.1 shows that while 122 of the 2-player coalitions in attempted state are
formed, only 83 make it to a successful coalition. This is 68% of the formed 2-player coalitions.
Only 56% of the formed 3-player coalitions are successful. Recall that the only reason why a
formed coalition would not be successful is defection from one of the coalition members or the
initiator. These results imply that the defection rate in 3-player coalitions is much higher than
in 2-player coalitions (x2(NN(1,304)) = 11.8,p = 0.001). Players in 2-player coalitions are more
likely to be loyal. Figure 6.1 shows the defections in 2- and 3-player coalitions in a histogram.
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FIGURE 6.1: Defections from formed 2- and 3-player coalitions

These results are consistent with our expectation that 3-player coalitions entail a higher defection
risk.

Result 4. Players defect more from 3-player coalitions than from 2-player coalitions.

The logs show that defections were not a significant predictor of performance, showing that
defecting in itself did not necessarily result in a lower score. This suggests that although these
players were less trustworthy, this had no overall negative influence on their performance.

Result 5. Players with a high defection rate were as successful as those with a low defection
rate.

Players showed very different defection behavior. Table 6.2 demonstrates the defections of a
player and the average number of successful coalitions he was part of. For example, a player who
defected 2 times was on average part of 8 successful coalitions. From this table we can conclude
that there was a lot of variance in defection behavior. Although players rarely defected more
than 4 times per round, there is no clear evidence that supports the hypothesis that defections
decrease the chance of being member of a successful coalition. There can be different explanations
for this result:

1. Defectors optimized their score by choosing coalitions with the best offers and high potential
to succeed.

2. The game was not designed as a reputation game.

First, players defect because they have more ‘interesting’ cooperation opportunities. In the
questionnaire we asked subjects what their reason was for defecting as an initiator and as a
member of a coalition. In both cases the majority stated that better offers were their most
important motivation (this was the case for 75% of the initiators and 67% of the members). By
selecting the best offers and defecting if necessary, subjects are thus able to seek out the most
profitable coalitions. This would explain why their score does not deviate significantly from
those who do not defect often.

The second explanation is motivated by the fact that players were not able to keep track of
other players’ defections because they only received information about players they worked with.
Because the game was not a reputation game, players could only use experience-based trust. For
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TABLE 6.2: Player defections in relation to their membership of successful coalitions per round.

number of defections likeliness to occur avg. successful coalitions

0 19% 7
1 21% 7
2 21% 8
3 15% 9
4 17% 5
) 3% 6
6 3% 13
7 1% 6

instance, initiator of coalition C could not always know that the player he invited defected on
coalitions A and B. To confirm either of the above hypotheses, we have to do a more in depth
analysis of the results. We intend to look at this issue more closely in future work.

6.3 Social Factors

In order to answer our research question, we analyzed the payoff distributions between subjects.
Keep in mind that every player had a different perception of the nature of other players. We
first calculated the optimal fair split and computed how the proposed split deviated from that
optimal split. For example, in the case of a 2-player coalition the joint payoff is 60. A fair offer
would then be an offer where the initiator proposes 30 to the member. This would be a 100%
fair proposal. A proposed split of 20 for the member would be a 66.7% fair split. For 3-player
coalitions it would be 100% fair if the initiator offered % of 180 to a member, resulting in a payoff
of 60 for the member.

On average, initiators of coalitions proposed splits that are 83% fair to recipients. Splits offered
to people averaged 94% fair, significantly higher than the splits offered to computer agents, which
averaged 82% (combined t-test £(692), p < 0.0001).

Result 6. Players offer humans significantly more fair splits than they offer agents.

The fairness results of offers to people correspond to results found in several Ultimatum Game
studies between people: (i) there are virtually no offers that are more than 100% fair, (ii) the
vast majority of offers in almost any study is in the fairness interval [80%-100%], (iii) there are
almost no offers with a fairness lower than 20%, (iv) low offers are frequently rejected [15, 39, 71].
Although rare in occurrence, some initiators were willing to allocate slightly more to recipients
than to themselves. We call this an altruistic split if it results in a split yielding more payoff for
the responder than he would have received with a fair split. For example, in a 2-player coalition,
the initiator would make an altruistic split if he offered the member 35, leaving himself with 25.
We found no difference in the number of times initiators made altruistic splits to humans (20
occurrences) and to agents (19 occurrences).

The average split for offers that were accepted was 90% fair. The average split of offers that
were rejected was 83% fair. In the questionnaire subjects describe their strategy for proposing a
split. 56% mentions that they often or always propose an even split. 22% talks about creating
proposals that are ‘fair’, ‘decent’ or ‘reasonable’. 22% also mentions that they give less chips to
agents than to humans, which corresponds to what we found in the logs. Noteworthy is that
when we asked subjects to describe their strategy for choosing their team members, 22% says
that they pick members who are fast responders in the game. So when subjects consider previous
encounters with others, they do not only focus on successes and defections, but apparently also
on reaction time.
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FIGURE 6.2: The factors with the highest importance for subjects’ decisions according to
subject questionnaire.

Although the logs show that initiators prefer inviting agents over humans (369 proposals to 328
proposals, respectively), this was not a significant result. There was also no significant difference
between the amount of coalitions that were joined with a human and with a perceived agent
as the initiator. More specifically, there is no significant difference between the percentage of
proposals that was accepted from humans and from agents. Taking the results for accepting
proposals and joining coalitions together we conclude:

Result 7. The nature of participants does not affect the choice of coalition partners or the
acceptance of offers.

Figure 6.2 shows the percentage of subjects that stated in the questionnaire to find nature,
offered points and previous encounters a very important factor for making particular decisions
in the game. Even though ‘offered points’ is considered an important factor by most subjects,
‘nature’ as well is often identified as important. 39% finds the nature of the member important
when they have to decide to be part of a team with this member. 44% finds nature important
when it comes to how they propose a split. However, when it comes to accepting a split, nature
is clearly less important than the offered points and even the history of interaction. The log
data shows no significant difference in the average fairness of accepted offers given the nature:
offers that were rejected from agents averages 80% fairness while offers that were rejected from
humans averages 84%. It seems that what mattered most to people when accepting offers was
fairness and not the nature of the proposer.

So far, our log results have shown that nature does not make a difference for joining teams and
for the acceptance of proposals. Yet of all participants, 44% declared to sometimes or frequently
use a different strategy towards agent and humans. To examine this more closely, we let the
subjects in Experiment 2 answer more specific questions about their preference for cooperating
with agents or humans. The results can be found in Table 6.3. Note that the results display
that players had no clear preference for either humans or agents for accepting proposals, exactly
as was displayed in Figure 6.2. Players also don’t really care whether an agent or a human is
the initiator of a team. Furthermore, Table 6.3 shows that some players clearly prefer humans
while other prefer agents to be in their coalition. The distinction is most clear for ‘proposing
spits’, where a remarkable stated to 50 % prefer agents. This can be explained by the fact that
players proposed far less fair proposals to agents than to humans (see Result 6). Players made
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TABLE 6.3: Players’ preferences to cooperate with others of a certain nature.

Game components
Preferred nature | choosing members accepting proposals proposing splits —as initiator

human 33 % 17 % 8 % 17 %
agent 25 % 17 % 50 % 17 %
no preference 42 % 67 % 42 % 67 %

statements like “I felt I could ‘pay’ computers less without guilt.” and “ I tried to lure computer
with a very low chip value.” Apparently players prefer agents because they offer them less and
so could keep more payoff to themselves.

We found that nature does not significantly influence the success of a coalition. Out of 55 defec-
tions by members of coalitions, 33 (60%) defected from what they perceived as human initiated
coalitions, and 22 (40%) from agent initiated coalitions. This is not a significant difference.
These results are supported by the data from the questionnaire as displayed in Figure 6.3, which
shows that humans have no clear preference for either humans or agents as an initiator.

Result 8. The nature of the initiator did not affect coalition success.

A discriminating factor for fairness that we did not foresee is team size. Offers that were made
for members of a 2-player coalition were significantly more fair (99%) than for members of a
3-player coalition (83%) (t-test t(690) = 8.90,p < 0.001).

Result 9. Offers in 2-player coalitions were more fair than offers in 3-player coalitions.

A possible explanation for this is the significant difference in payoff player can receive for 2-
or 3-player coalitions. A completely fair split might be the baseline, but initiators of 3-player
coalitions can offer less than a fair split and still offer a significantly higher payoff to the member
than this member would obtain in a fair split from a 2-player coalition. If the initiator of a
2-player team offers 30 points to a member, this is a 100% fair split. This same offer would
only be a 50% fair split in a 3-player team. Initiators of 3-player teams can make members very
appealing offers without being fair.

Our analysis shows that some participants cooperated multiple times with those whom they
successfully interacted before. This suggests that these actors were able to build lasting rela-
tionships on the basis of trust. To find stable relationships between players, we analyzed how
often the same members were in a successful coalition together. This analysis looks purely at
the members of a coalition, not at who initiated it. For example, if in one round the coalition of
players with id 0, 2 and 5 was successful and some minutes later in this round the same actors
are in another successful coalition but with a different initiator, these coalitions are treated as
two instances of one coalition.

The same 2-player coalitions were successful on average 1.6 times each round, while the same
3-player coalitions were successful on average 2.0 times per round. What is more, 42% of the
successful 2-player coalitions and 56% of the successful 3-player coalitions consisted of coalitions
that occurred before. So once players interacted in a successful 3-player coalition, they prefer to
cooperate with the same players again in future interactions. We state the following result:

Result 10. 3-player coalitions are more stable than 2-player coalitions, despite their higher
defection rate.

6.4 Concluding Remarks

Our hypothesis that the nature of other actors aZects the cooperation between them is partially
confirmed: the nature of other actors affects the fairness of offers made between them. However,
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humans seem to only discriminate agents when making proposals and have no preference for
either humans or agents regarding other cooperative actions.

We also formulated the hypothesis that a trust relation between the actors affects the cooperation
between them. First we looked at positive trust relations between actors. The stability of 3-
player coalitions confirms that a positive trust relation, strengthened by previous interactions,
positively influences future cooperative actions. However, we have not established that a negative
trust relation negatively affects cooperation between actors. Defectors perform as well as non-
defectors and there is no clear relation between the defection rate of a player and the successful
coalitions he is part of.



Chapter 7

Future Work

7.1 MIPDD

During our analysis we found several results that cannot be explained by our questionnaire or
data from the logs. We did offer some hypotheses that need further analysis and testing to
confirm them. Here we list the remaining issues and approaches to investigate them:

e Higher fairness in 2-player coalitions than in 3-player coalitions.

If subjects in 2-player coalitions repeatedly interacted with each other in other 2- and
3-player coalitions, their familiarity could possibly explain the higher level of fairness in
2-player coalitions. We need to look more closely at who cooperated with whom to confirm
this. We also mentioned the possibility of initiators of 3-player coalitions being less fair
because they are able to make more lucrative offers than initiators of 2-player coalitions.
In order to test this we intend to look at coalition formation games where only 3- player
coalitions are allowed.

e Negative trust relations negatively affects cooperation between actors.
In order to establish whether defectors were punished, further analysis is needed of coalition
formation over time during the rounds. It would be interesting examine whether defectors
were in future interactions less invited by members of the coalition they defected from.
Another hypothesis is that defectors were still invited but actors offered them a less fair
payoff allocation.

e Joining coalitions is significantly more correlated to performance than initiating coalitions.
Initiating coalitions does not seem to pay off as well as joining coalitions. It might be that
initiating coalitions often results in disappointment because of rejections and defections.
Initiating also takes more time than accepting membership. It appears that initiators do
not keep a significant larger part of the payoff to compensate for these efforts. Either
initiators just want to play fair or the members do not want to reward leadership. Future
work on teamwork might shed some light on this.

7.2 BDI Agents

We started out by saying that our objective was to study human-agent interaction in coalition
formation scenarios. We first analyzed some of the aspects that influence human behavior towards
both agents and humans in these interactions. Now that we have done so, we would like to use
our data to create models of the human players and their decision making processes. We can
use these models to implement intelligent agents that we expect to do as well as or outperform
human players.

49
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To create and implement these models, agents that use a beliefs-desire-intention (BDI) structure
are of particular interest. The agents in our environment should be able to perceive and respond
to the environment, take initiative in order to satisfy their goals and be capable to interact with
other (possibly human) actors. They should be able to reason about a changing environment and
dynamically update their goals. Working in a team requires agents to plan, communicate and
coordinate with each other. The agents could implement an aspiration level [54] that updates
the agent’s belief about how much payoff it can expect from every other actor, based on our
findings on the influence of nature and previous encounters. A BDI architecture lends itself well
to implement these requirements in an intuitive yet formal way [33]. The framework CTAPL
[50] combines the agent programming language 2APL [19] with Colored Trails in such a way
that agents with a BDI decision structure can interact with humans and other agents in a CT
environment. In future work, we intend to use this framework to implement agents with social
models that can interact successfully in the MIPDD. Additionally, we would like to investigate
whether the ‘social’ agents are more cooperative with humans in this scenario than agents with
more algorithmically optimal or rational strategies.

7.3 Pre-Established Payoff Distributions

In this work we looked at how self-interested actors cooperate in a coalition setting. The in-
centive for cooperating for actors was the significant increase of payoff that successful coalitions
generated. Another incentive for cooperation between self-interested actors that we haven’t
looked at is given by theories of reciprocity [26]. Reciprocity theories state that people will
act to help (hurt) those who help (hurt) them, or those who are perceived as potentially being
helpful (harmful). When A asks B to cooperate as a favor, chances are that B expects A to do
something in return. It also works the other way around. Actor A may only be inclined to coop-
erate after actor B has performed a helpful action during previous encounters. We would like to
examine whether the results found in this thesis still hold if the motivation of the actors is not
to maximize their payoff in the short run, but when the motivation is reciprocity. Reciprocity
could still entail maximization of their own payoff and can therefore be considered as a strategy
that appeals to self-interested agents. Imagine the scenario where 2- and 3-player coalitions still
obtain a significant larger payoff, but now the payoff is simply rewarded to the initiator and
none of it goes to the members. In other words, there is a pre-established payoff distribution. On
short term, the cost for joining is larger than the gain for joining. In this setup, trust becomes
even more important since players have no certainty that other players will behave reciprocally;
they could turn out to be freeriders [59].

7.4 Utilitarian Strategy Preferences

People can have utilitarian preferences: the inclination to contribute to society as a whole or
to help others that are not in control of the required resources. Utilitarianism determines the
utility of an actor solely by its contribution to the happiness or pleasure of all actors. In a small
community such as situated in our domain, the motivation for this is most likely interpersonal
sympathy. It would be interesting to empirically investigate the tradeoff people make between
increasing their personal benefits and contributing to the welfare of all players. This could
for example be implemented in our domain by creating packages that can be delivered for the
‘greater good’: the payoff of these packages will be distributed among all players or will be given
to those who need it the most, i.e., those who do not perform as well as the rest. An alternative
would be to ensure a fixed partition of the payoff (for example, 30% of the payoff of a LP) is
donated to the entire community. An interesting research question would be whether people are
willing to contribute more to a society consisting solely of humans than to a society in which
both humans and agent interact.



Chapter 8
Conclusion

Coalition formation spans several disciplines from economics and game theory to social science
and computer science. Several experimental studies have shown that (i) fairness considerations
greatly affect negotiation processes and human coalition formation and (ii) previous experiences
strengthen or weaken a trust relation between coalition members. In this study we extended this
research by looking at how interactions between self-interested actors can result in cooperative
coalition formation. Creating a coalition involves additional risks but at the same time yields a
considerably higher payoff. The usual approach in research on coalition formation has been to
compare the t of a number of coalition theories and look at the difference between expectancies
and actual formations of coalitions and payoff allocations. Both human and agent coalition
formation are generally studied from a game theoretical perspectives.

However, the abstract models of game theory is not always most suitable to model real-world
processes. Current work on coalition formation that uses game theoretical approaches makes
strong assumptions that constrain and control the domain in which coalition formation takes
place. In the present study, we did not stick to these assumptions and try to model coalition
formation in a more real-world environment. Moreover, we use this environment to study social
behaviors between humans and agents. In particular, this study investigates:

1. To what extent do trust and fairness influence team formation in mixed coalition formation?
2. How does the nature of actors affect the way people relate to their actions?

3. Do actors develop stable relationships over time?

Our approach differs from other approaches in that we used mixed-initiative interactions to study
purely the differences in behavior between agents and humans that have to deal with a social
dilemma. We have brought together work from a number of areas: iterative games, ultimatum
games, dynamic coalition formation, social behavior studies and human-agent interaction. We
combined findings from these fields to create a domain that discards restrictions commonly used
in coalition formation domains. Other than previous approaches, we use a very dynamic and
fast paced domain. The self-interested actors are allowed to use defection to their advantage but
they also have a commitment to a group. Additionally, we allow the actors to choose between
coalition members of different natures. We have designed a coalition formation experiment for
mixed actors in which initiators can choose between forming a 2- or 3-person coalition and
performing a task individually.

Our first hypothesis expressed our expectation that nature affects people’s decisions. The reg-
ularities observed in our experiment support the hypothesis that nature sometimes makes a
difference in people’s behavior. Although our findings show that people do not prefer humans
over agents when they choose their partners, both data from the logs and the questionnaire show

o1
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that they tend to offer less to agents. We found a significant difference between the fairness of
offered splits to humans and agents. This results in a subject preference to make splits to agents,
since they keep more payoff to themselves when interacting with them. A reasonable amount of
subjects claim to take nature into account when choosing team members, though the logs show
no difference in joining agent vs human initiated teams or accepting offers. Our results show that
other than the fairness of proposals, there is no difference between human cooperative conducts
towards agents and humans.

We also hypothesized that a positive trust relation triggers more cooperative behavior between
actors and that a negative trust relation results in less cooperation. Our results show that in
general people choose to cooperate by building large coalitions, despite the inherent risk. They
prefer to cooperate with players they have cooperated before. Surprisingly, a negative trust
relation does not necessarily result in less cooperation since players with a high defection rate
were as successful as those with a low defection rate.

Modeling and simulating coalition formation behaviors is still a research field with many open
issues. One of these issues is how to design an agent to collaborate with multiple human and
agent partners simultaneously. One of our future goals is to analytically capture the dynamics
of human coalition formation in mixed-initiative environments. We intend to use this analysis to
create a model that can be used to design agents that are able to cooperate effectively with both
humans and agents. This will bring us another step closer to a world in which people interact
with computer systems in a manner similar to the way that people interact with each other.



Appendix A

Handout

A.1 Outline

The following two pages display a booklet version of the handout. The subjects received a
color copy of the handout instead of the here displayed gray scale version. The handout was
accompanied with some questions to test subjects’ comprehension of the game and it’s rules.
These questions can be found below.

A.2 Questions

Observe the board shown on page 7 of the handout and the coalition window on the right of it.
Answer the following questions.

1. Find one of the large packages on the board and draw two possible paths to the depot
location.

2. Is the “me” player in a team right now? How many members are in this team? Who
initiated the team?

3. Why did one of the teams fail? Who defected? Can you think of a possible reason why
the participant decided to defect?

4. Look at the coalition window on the right. How much did the “me” player earn from one
of the successful team? Who were the team members?
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Appendix B

Questionnaire

B.1 Outline

Our questionnaire is an online questionnaire that subjects filled out anonymously as part of the
experiment, after they played the game. Our questionnaire consists of questions concerning four
main categories:

general questions

questions about understanding of the game
questions about players’ strategy

questions about players’ preferences

The order of the questions is such that they flow logically from one to the next and from more
general to the more specific ones. Some questions are contingency questions and are only posed
when subjects give a particular answer. These questions are more specific and in-depth and aim
to learn the motives behind certain strategies or preferences.

We are aware that structured surveys, particularly those with close-ended questions, may have
low validity when researching affective variables. We therefore use the questionnaire as an
addition to the data from the logs, where correlation between variables is more accurate. To
increase the validity of the questionnaire, we use both close-ended and open-ended questions.
Keep in mind though that this questionnaire was not designed as a full-blown psychological
examination, but merely to support findings from our logs.

The open-ended questions we use are completely unstructured and allow subjects to freely write
down their opinions or experiences. We use different kinds of close-ended questions: (i) multiple
choice questions and (ii) scaled questions. Multiple choice questions give several answers from
which subjects can choose. We ensured that we also defined a neutral option, such as ’other’,
‘maybe’ or 'no preference’. Scaled questions need to be answered on a continuum scale. In most
cases we use a five-point Likert-sscale, measuring either a positive or negative response to a
statement.

B.2 The Questionnaire
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Appendix C

Screenshots

The following pages contain screenshots taken during the game. They display how players make
proposals, form coalitions and deliver packages.
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O O O Colored Trails Taskb...

TP 000 Game Board - Name 10
( Conn ) ( Propose ) Board Display
000 Coalition Window - player 10

Current coalition members:

Player | Name Initiator:
Reward:

Game Message:

Previous coalitions:

Member(s) | Success (Y/N) | Initiator | Defector | Reward |

Player Score Display

| My Total Score
200

FI1GURE C.1: The beginning of the game from the point of view from a red player.

O O O Colored Trails Taskb...

Taskbar
( > | r—— i
Connec| Propose Board Display
000 Coalition Window - player 10

Current coalition members:

Player [Name Initiator:

Reward:

Game Message:

Previous coalitions:

Member(s) |Success (Y/N) |Initiator |Defector |Reward |

Player Score Display

| My Total Score
206

FicUre C.2: The player picks up a small package.
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O O O Colored Trails Taskb...

Taskbar 000 Game Board - Name 10
‘a Yy ( Y i
Connec Propose Board Display
000 Coalition Window - player 10

Current coalition members:

Player [Name Initiator:

Reward:

Game Message:

Previous coalitions:

Member(s) |Success (Y/N) |Initiator |Defector |Reward |

Status ‘

Received proposal for a 2 player team.

layer Score Display

| My Total Score

Proposer
‘ 209

8

"Pruposer Chips to s»m—‘

| - |

F1GURE C.3: The player received a proposal from the green human.

O O O Colored Trails Taskb...

TP 000 Game Board - Name 10
(" Connect... ) ( Propose ) Board Display
000 Coalition Window - player 10

Current coalition members:

Player | Name Initiator:
Reward:

Game Message:

Previous coalitions:

Member(s) | Success (Y/N) | Initiator | Defector | Reward |

Player Score Display

[My Total Score |
209

|Responder | Proposed Chips | Response

‘ . \ 40 | reject

FIGURE C.4: The Action History Window (bottom) shows that the red player rejected the
proposal.
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O O O Colored Trails Taskb...

6606 Game Board - Name 10
Board Display

000 Coalition Window - player 10
Current coalition members:

Player | Name | Initiator:

Reward:

Game Message:

Previous coalitions:

Member(s)  |Success (Y/N) |Initiator | Defector |Reward |

Player Score Display

| My Total Score
209

Ficure C.5: Making a proposal: choosing a member, the coalition size and the payoff to
transfer.

O O O Colored Trails Taskb.

000 Game Board - Name 10

( Propose ) Board Display

000 Coalition Window - player 10
Current coalition members:

Player | Name | Initiator:

Reward:

Statu:

Game Message:

Sent proposal for a 3 player team.

Proposer

Previous coalitions:

Froposer Chips to Send

Member(s)  |Success (Y/N) |Initiator | Defector |Reward |

Player Score Display

| My Total Score
209

FI1GURE C.6: The player sent his offer of 55 to join a 3-player coalition to the green computer.
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Taskbar CIE) Game Board - Name 10
r— i
~Conn Board Display
| 000 Coalition Window - player 10

Current coalition members:

Player Name [ Initiator: [F
Red human
=) Green computer

Reward: 125

Game Message:

* You are member of a new cealition

Previous coalitions:

Member(s)  |Success (Y/N) |Initiator | Defector |Reward |

Player Score Display

| My Total Score

reject

FiGure C.7: As shown by the Action History WIndow, the green computer accepted the

proposal. The Coalition Window (right) shows that the red ‘me’-player and the green computer

are now part of the same coalition. The green computer’s locations is now visible (top left on
the board).

O O O Colored Trails Taskb...
Taskbar

000 Game Board - Name 10
(" Connect... ) Board Display

4 = 000 Coalition Window - player 10
— Current coalition members:

Player [Name | Initiator: [F8

Red human
Reward: 125
= Green computer

[ ® ™ O Make Proposal— .. |
0

elect player and team size
§ Game Message:
3+
CEE . * You are member of a new coalition

Your Chips (0-125) Previous coalitions:

Member(s)  |Success (Y/N) |Initiator |Defector |Reward |
P! //

4

Player Score Display

[My Total Score
209

reject

FIGURE C.8: The red player invites the 2nd member to the 3-player coalition. Notice that
the payoff that the initiator can give (125) consists of the total payoff for this coalition (180)
minus the the payoff that has already been promised to the first member (55).
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000 Game Board - Name 10
Propose Board Display

000 Coalition Window - player 10
Current coalition members:
Player Name [ Initiator: [H8
Green computer
e R d: 65
2 Blue human ewar
|me] Red human

Game Message:

[ A new member was added to this coalition

Previous coalitions:

Member(s) |Success (Y/N) |Initiator |Defector |Reward |

Player Score Display

| My Total Score
94

reject

F1GURE C.9: When both members have accecpted and moved to the location of the initiator,
the players turn into a van that delivers the package to the goal.

"0 0 O Colored Trails Taskb...

Taskbar
(" Conn ) ( Propose )

000 Coalition Window - player 10
Current coalition members:

Player Name [ Initiator: &
Red human Reward: 60

= Green human :
=) Blue computer

Game Message:

* A new member was added to this coalition

Previous coalitions:

Member(s)  |Success (Y/N) |lnitiator |Defector |Reward |

N 8 8 0
[ | v H 30
eE - | &

Player Score Display

| My Total Score
304

FiGure C.10: As the game progresses, players can keep track of their history of successful
and unsuccessful coalitions in the Coalition Window.
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